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Abstract. Frequent approximate subgraph (FAS) mining is used in ap-
plications where it is important to take into account some tolerance un-
der slight distortions in the data. Following this consideration, some FAS
miners have been developed and applied in several domains of science.
However, there are few works related to the application of these types
of graph miners in classification tasks. In this paper, we propose a new
framework for image classification, which uses FAS patterns as features.
We also propose to compute automatically the substitution matrices
needed in the process, instead of using expert knowledge. Our approach
is tested in two real image collections showing that it obtains good re-
sults, comparable to other non-miner solutions reported, and that FAS
mining is better than the exact approach for this task.

Keywords: Approximate graph mining, frequent approximate sub-
graphs, graph-based image representation, image classification.

1 Introduction

Data in multiple domains can be naturally modeled as graphs [11] since graphs
are general and powerful data structures that can be used to represent diverse
types of objects. Several authors have developed graph-based techniques and
methods for satisfying the need of converting large volumes of data into use-
ful information [6]. The frequent approximate subgraph (FAS) discovery is an
example of such techniques [1,4,5]. These techniques have become important top-
ics in mining tasks where the mined patterns are detected taking into account
distortions in the data.

The aforementioned techniques have been successfully used in several domains
of the science. An important area of intelligent data analysis is the development
of classifiers using FAS as features. However, from the reported FAS miners,
only APGM [5] and VEAM [1] use FASs as features in classification tasks.
APGM is used in both synthetic data set and real data set of protein structure
pattern identification and structure classification, while VEAM is used in several
synthetic data sets for image classification.

In this work we propose a framework using FAS mining methods for image
classification. APGM and VEAM are used to detect the FASs in a graph col-
lection, where the approximation consists in considering some variations of the
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data through the substitution probability, preserving the topology of graphs. In
this paper, we propose a graph-based image representation and a classification
framework using FASs as features on a real image collection. We also propose
to compute automatically the substitution matrices employed by FAS miners,
in contrast to other approaches [1,5] where such task is usually left in hands of
human experts. Several graph miners are used to evaluate our proposed frame-
work.

Very few approaches have been reported relating image classification with
graph mining techniques. Among them, we find [7,15], where they use frequent
subgraph mining to build a vocabulary, following the bag-of words approach [10].
The differences with our proposal lies in the graph-based image representation
and in the use of an exact subgraph mining algorithm. We advocate the idea
that using FAS is a better choice to model slight image variations.

The basic outline of this paper is as follows. Section 2 provides some basic
concepts and the approximate pattern definitions used. The graph-based image
representation is presented in Section 3. The framework for image classification
is explained in Section 4 and the experimental results in a real image collection
are discussed in Section 5. Finally, conclusions of the research and some ideas
about future directions are exposed in Section 6.

2 Background

In this section, we start by providing the background knowledge and notation
used in the following sections. Next, the definition of approximate patterns,
which is the subject of this paper, is showed. Finally, the frequent approximate
subgraph mining problem is formalized.

2.1 Basic Concepts

This work is focused on simple undirected labeled graphs; henceforth, when we
refer to graph we assume this type of graph. Before presenting their formal
definition, we will define the domain of labels.

Let LV and LE be label sets, where LV is a set of vertex labels and LE is a
set of edge labels. The domain of all possible labels is denoted by L = LV ∪LE .

A labeled graph in L is a 4-tuple, G = (V,E, I, J), where V is a set whose
elements are called vertices, E ⊆ {{u, v} | u, v ∈ V, u �= v} is a set whose
elements are called edges (the edge {u, v} connecting the vertex u with the
vertex v), I : V → LV is a labeling function for assigning labels to vertices and
J : E → LE is a labeling function for assigning labels to edges.

Let G1 = (V1, E1, I1, J1) and G2 = (V2, E2, I2, J2) be two graphs, we say
that G1 is a subgraph of G2 if V1 ⊆ V2, E1 ⊆ E2, ∀u ∈ V1, I1(u) = I2(u), and
∀e ∈ E1, J1(e) = J2(e). In this case, we use the notation G1 ⊆ G2.

Given G1 and G2, we say that f is an isomorphism between these graphs if
f : V1 → V2 is a bijective function, where ∀u ∈ V1, f(u) ∈ V2 ∧ I1(u) = I2(f(u))
and ∀{u, v} ∈ E1, {f(u), f(v)} ∈ E2∧J1({u, v}) = J2({f(u), f(v)}). When there
is an isomorphism between G1 and G2, we say that G1 and G2 are isomorphic.
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Let Ω be the set of all possible labeled graphs in L, the similarity between
two elements G1, G2 ∈ Ω is defined as a function sim : Ω × Ω → [0, 1]. We say
that the elements are very different if sim(G1, G2) = 0, the higher the value
of sim(G1, G2) the more similar the elements are and if sim(G1, G2) = 1 then
there is an isomorphism between these elements.

Let D = {G1, . . . , G|D|} be a graph collection and let G be a labeled graph
in L, the support value of G in D is obtained through the following equation:

supp(G,D) =
∑

Gi∈D

sim(G,Gi)/|D| (1)

If supp(G,D) ≥ δ, then the graph G is approximately frequent in the collection
D, saying that G is a FAS in D. Notice that when we refer to a graph collec-
tion we assume that it is the representation built from a real graph collection.
The value of the support threshold δ is in [0, 1] assuming that the similarity is
normalized to 1. FAS mining consists in finding all the FASs in a collection of
graphs D, using a similarity function sim and a support threshold δ.

2.2 Approximate FAS Methods Considered

In APGM [5] and VEAM [1] algorithms, the idea that not always a vertex la-
bel or an edge label can be replaced by any other is upheld. Therefore, these
algorithms specify which vertices, edges or labels can replace others using sub-
stitution matrices to perform the frequent subgraph mining. APGM only deals
with the variations among vertex labels, while VEAM performs the mining pro-
cess using the vertex and edge label sets. These methods use the substitution
matrix that can have a probabilistic interpretation and they offer frameworks
for each frequent subgraph mining task.

A substitution matrix M = (mi,j) is an |L| × |L| matrix indexed by a label
set L. An entry mi,j (0 ≤ mi,j ≤ 1,

∑
j mi,j = 1) in M is the probability that

the label i is replaced by the label j. When M is diagonally dominant (i.e.
Mi,i > Mi,j , ∀j �= i) then M is known as stable matrix.

Let G1 = (V1, E1, I1, J1) and G2 = (V2, E2, I2, J2) be two labeled graphs in
L, MV be a substitution matrix indexed by LV , ME be a substitution matrix
indexed by LE, and τ be the isomorphism threshold. We say that G1 is ap-
proximate isomorphic to G2, denoted by G1 =A G2, if there exists a bijection
f : V1 → V2 such that:

– ∀{u, v} ∈ E1, {f(u), f(v)} ∈ E2,

– Sf (G1, G2) =
∏

u∈V1

MVI1(u),I2(f(u))

MVI1(u),I1(u)
∗∏e={u,v}∈E1

MEJ1(e),J2({f(u),f(v)})
MEJ1(e),J1(e)

≥ τ .

The bijection f is an approximate isomorphism between G1 and G2, and
Sf (G1, G2) is the product of normalized probabilities called approximate iso-
morphism score of f . When G1 is approximate isomorphic to a subgraph of
G2, we say that G1 is approximate sub-isomorphic to G2. Notice that this is a
generalization of the APGM approach [5].
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The approximate matching score between two graphs, denoted by Smax(G1,
G2), is the largest approximate isomorphism score.

Smax(G1, G2) = maxf{Sf (G1, G2)} (2)

Given a graph collection D and an isomorphism threshold τ , the approximate
support of a graph G, denoted by supp(G,D), is the average score of the graph
in the collection, where G is approximate isomorphic to a subgraph of graphs in
the collection:

supp(G,D) =
∑

Gi∈D

Smax(G,Gi)/|D| (3)

If supp(G,D) ≥ δ, then the graph G is approximately frequent in the collection
D, saying that G is a frequent approximate subgraph in D, with δ as support
threshold. Notice that the values of the products of normalized probabilities
Sf (G1, G2) is in the interval (0, 1]. The value of the support threshold δ is in
[0, 1] assuming that Smax(G,Gi) is normalized. The frequent subgraph mining
task used in this paper consists in finding all the connected frequent subgraphs in
a collection of graphsD, using (3), δ as support threshold, and τ as isomorphism
threshold.

3 Graph-Based Image Representation

In order to use graph mining techniques for image classification, it is necessary
to obtain a graph-based image representation. For this purpose, we used the
approach presented in [11,12]. We construct an irregular pyramid for each image
[2], which provides a hierarchy of partitions at different levels of resolution. Each
level is a region adjacency graph (RAG) where each region of the partition is a
vertex in this graph, and an edge exists between two vertices, if the underlying
regions are adjacent. The pyramid is built from bottom to top, being the base
level (level 0) the whole image (i.e. each vertex of the base level represents one
pixel in the image, and the edges are the 4-connections of each pixel). Each level
l is constructed from its previous level l − 1, by means of contraction kernels,
which are sets of vertices in level l − 1 that are selected to be contracted into
a surviving vertex. In the new level l, each surviving vertex will represent all
the vertices from level l− 1 in its contraction kernel, and will keep a connection
to them. Further information regarding the construction of the pyramid can be
obtained in [2,8].

Once we have the pyramid for an image, its vertices and edges are labeled
using the image regions and graph information at each level. The vertices, which
represent regions, will contain a color histogram which will be computed using 16
bins per channels in the RGB color model, yielding a 48 bin histogram. Also, local
binary patterns (LBP) [14] will represent the texture information of the region,
distributed into a 256 bin histogram. The edges will store the spatial descriptor
(binary vector) proposed in [11], representing several topological and orientation
relationships between pairs of regions. This graph labeling corresponds to the
one used in [11,12].
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Each image is represented by a single graph, therefore, in order to select which
level of he pyramid should be selected, we used the B measure proposed in [12].
This measure evaluates each level of the pyramid against a border map of the
image, in terms of how much each partition preserves the borders present in the
map. The best level evaluated by B is selected to represent the image.

3.1 Automatically Building Substitution Matrices

In order to compute the substitution matrix for the vertices, it is necessary to
reduced the set of vertices labels. According to the pyramid representation ex-
plained before, there will be as much labels as possible pairs of different color
and texture histograms. To reduce the set of vertices labels, we use a clustering
algorithm to group similar features. The centroid of each cluster will be the new
label of all the vertices with features belonging to this cluster. Then, the substi-
tution matrix will be a n× n matrix, where n is the number of labels (clusters).
Each element of this matrix will store the similarity between two labels, given by
the similarity between the centroids of the clusters they belong to. In this case,
we decided to use the Euclidean distance between the concatenation of the color
and LBP histogram for each node. This means that an element of this matrix
can be interpreted as the confidence to substitute a node with label x with a
node with label y in a matching scheme.

The substitution matrix for edges is easier to construct, since using the spatial
descriptor representation we can have only 27 possible configurations of spatial
relations. The value that will be stored in the elements of the matrix is obtained
by the Sokal-Michener measure proposed in [11] for computing the similarity
between spatial descriptors.

4 Classification Framework

Given a set of pre-labeled real images, we obtain the graph collection that rep-
resents these images by producing the graph-based image representations pre-
sented in Section 3. After that, the FAS miners are used to obtain all the FASs
of the mentioned graph collection. The FASs extracted from the graph collec-
tion are considered an analogy to the vocabulary obtained in the bag-of-features
approach, converting our proposal in a sort of bag-of-subgraphs approach. Hav-
ing this vocabulary composed of subgraphs, the feature vectors of the original
images are built using those FASs as features. The dimension of the new feature
will be the number of FASs found in the collection. In our framework, as well as
proposed by [1], the feature vectors are built taking into account the approxima-
tion values in each image of the collection. That means that for every subgraph
in the vocabulary, if it is present in an image, then its corresponding value in
the new feature is the highest similarity value of its occurrence in the image.

When all the new features are built, a classifier generator (SVM using 10
cross-validation) is used having such vectors as data to produce an image clas-
sifier. The complete flowchart of our classification framework is shown in Fig. 1.



Image Classification Using Frequent Approximate Subgraphs 297

0.5 0.4 0.1

0.3 0.4 0.3

0 0.4 0.6

0.6 0.2 0.2

0.4 0.4 0.2

0 0.2 0.8

Frequent Approximate 
Subgraph Mining 

Module

Frequent Approximate Subgraphs
0.8 0.6 1.
1 0.5 0.2 ….1
0.8 0 0.7 … 0
.
.
1 1 0.9 … 0

0.8 0.6 1.
1 0.5 0.2 ….1
0.8 0 0.7 … 0
.
.
1 1 0.9 … 0

0.8 0.6 1.
1 0.5 0.2 ….1
0.8 0 0.7 … 0
.
.
1 1 0.9 … 0

Feature vectors

SVM 
classifier

Classification 
Result

Image collection

Irregular Pyramids
Substitution matricesGraph collection

Fig. 1. Framework of graph-based image classification

5 Experimental Results

We chose two well known databases to test our approach: the COIL-100 [13]
and the ETH-80 [9] image sets. Both databases contain images of simple objects
taken from different viewpoints. We represented all images by a single graph,
which corresponds to the ”best” segmented level of each pyramid (See Section
3). The COIL-100 image set is a database of color images of 100 objects having
72 poses per object. In Figure 2 some examples are shown. We took 25 objects
randomly selected from this dataset to test our classification framework. The
ETH-80 Image Set database contains 80 objects from 8 categories. Each object
is represented by 41 different views yielding a total of 3280 images (See Figure
2). This database is more challenging than the COIL-100 database in the sense
of the viewpoint diversity. For the experiment in this database we took the same
6 categories employed by [11]: apples, cars, cows, cups, horses and tomatoes.

Fig. 2. Example images from the COIL-100 Image Set database (first 6 images), and
from the ETH-80 Image Set database (last 6 images)

The results of the experiment are presented in Table 1. In this table we can
see the comparison of our framework using three different graph miners, i.e, gdFil
[3], APGM and VEAM. The first one represents the exact methods and the last
two are FAS miners. Columns show different support thresholds (δ) used in the
experiments. For the case of APGM and VEAM, the isomorphism threshold was
set to τ = 0.4. The first thing to notice is that the approximate graph miners
achieve a higher accuracy in most cases than the exact ones, showing the relevance
of allowing slight differences in real data. Regarding the approximate methods, for
the case of the COIL-100 database, we can see that the VEAM obtained better
accuracies than APGM, which indicates that the use of the edge distortion in the
FAS mining can provide additional cues for classification. In the ETH-80 dataset,
the edge distortions did not provided any relevant information though.
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Table 1. Accuracies achieved by gdFil, APGM and VEAM algorithms

a) COIL database using 25 random classes.
Support (δ)

Algorithm 70% 60% 50% 40% 30% 20% 10%
gdFil - - - - 23.06% 60.39% 85.89%
APGM 21.94% 57.11% 90.28% 91.39% 90.94% 87.83% 84.33%
VEAM 21.94% 57.11% 91.35% 92.18% 91.52% 89.24% 84.69%

b) ETH-80 database using 6 classes.
Support (δ)

Algorithm 70% 60% 50% 40% 30% 20% 10%
gdFil - - - - 28.70% 47.80% 76.63%
APGM 26.75% 31.67% 51.91% 82.03% 82.03% 82.03% 81.38%
VEAM 26.75% 31.67% 51.91% 82.03% 82.03% 81.83% 76.54%

We compared our proposal with other classification methods that do not use
FAS mining techniques. In the COIL-100 dataset, the method proposed by [12]
obtained 91.6% while our method scored 92.18%. For the case of ETH-80 dataset,
our method obtained 82.03%, which is comparable to other state-of-the-art meth-
ods according to the comparison performed by [12], where the results range from
76% to 88%.

These results show that the proposed framework, which involves using FAS
mining and automatically computing the substitution matrices (and not using
expert knowledge in this process), is able to provide good outcomes for real
image classification.

6 Conclusions

In this paper we proposed a framework for image classification using FASs as
features, which are obtained using FAS miners reported in the literature. They
are able to detect FAS patterns in graph collections allowing slight semantic
differences among graphs. Within our framework, we also propose to use substi-
tution matrices computed automatically based on image features, which proves
that not using expert knowledge for this task can also produce good results.
The graph-based image representation was extracted from irregular graph pyra-
mids, relabeling the vertices using clustering techniques. Since our approach is
an application of FAS mining for real graph-based collections, the classification
accuracy results obtained by traditional miners are smaller than the obtained by
FAS miners in most cases. Also, the experimental results show that our proposal
is comparable with other state-of-the-art methods for image classification.

As future work, we are going to develop new ways for taking advantage of FAS
selection strategies for improving graph classification (such as, using discrimina-
tive FASs, representative FASs, etc.). These strategies in combination with FAS
miners could be useful for reducing dimensionality and improving the efficiency
of graph classifiers.
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