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Abstract. The booming of mobile capture devices like digital camenad eell phones, the development of
sophisticated video-surveillance systems and the incrgggowth of social networks and online storage systems
for gathering multimedia archives, have stimulated the @ater Vision community to make a bigger emphasis in
achieving higher accuracy in video content analysis rese#n this technical report, a group of video annotation
and retrieval approaches are surveyed. These approaddeis lsemmon the use of high-level features as a way
to complement and to add semantics to low-level based metlooadtoncept detection in videos. We also revisit
works that use ontologies to represent knowledge for sémeialeo annotation tasks and especial attention is
given to the development of ontologies for video-surveitia domain. At the end of the report, the surveyed
methods are summarized, highlighting their main charesttes and comparing their results and the way they
were obtained. After that, we discuss the main deficientiasderive so far in this research area.

Keywords: video content analysis, content-based video retrievdkewiconcept detection, semantic video an-
notation.

Resumen. El auge de los dispositivos de captura moviles, como casndigitales y celulares, el desarrollo de
sofisticados sistemas de videovigilancia y la crecientamesipn de las redes sociales y los sistemas de almace-
namiento online de archivos multimedia, han propiciadolgu®mmunidad de Vision por Computadora haga un
mayor énfasis en lograr mayor eficacia en los métodosioglados con el analisis del contenido de los videos.
En este reporte se relacionan una serie de trabajos enaeti@r@notacion y recuperacion de videos utilizando
rasgos de alto nivel, como forma de complementar y afadiasgca a los métodos basados en rasgos de ba-
jo nivel. También se estudian trabajos en los cuales seartibntologias como formas de representacion del
conocimiento para la anotacion semantica de videos.d&dpsencion se hace en el desarrollo de ontologias
para el dominio de video vigilancia. Al final del reporte ssumen los métodos analizados, resaltando su prin-
cipales caracteristicas y comparando sus resultadosoyrtefde obtenerlos, para luego discutir las principales
deficiencias que se derivan hasta el momento en esta areeedégacion.

Palabrasclave: analisis del contenido de video, recuperacion de videapotenido, deteccion de conceptos
en video, anotacion seméantica de videos.

1. Introduction

The increasing growth in video content generation by pewmddwide (boosted by the ease of use of
digital cameras and the availability of online storage ®ew like Youtubé and Vimed, as well as the

L http://www.youtube.com
2 https://vimeo.com
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deployment of surveillance cameras in public locations,) ghave stimulated the research and develop-
ment of video search engines. Most commercial video seargmes provide access to video based on
text, since this is the easiest way for a user to describe hdatants to find. The indices are often based
on filenames, social tagging, closed captions, or speenkdnats. It is almost evident to notice that the
retrieval performance will be low when the visual contenhdg mentioned, or properly reflected in the
associated text. Also, if the textual information provideith the videos is not in English language (ex.
contents generated in China, Russia, etc.), querying thiesbbecomes even harder [6].

The problem of automatic identification of video content lebto a new Computer Sciences field
known as Video Content Analysis. Currently, this is splibitwo main parts: (1) low-level features ex-
traction and (2) high-level feature extraction. The lowelefeature extraction line deals with raw video
properties such as color and resolution, as well as detecfichof delimiters. The high-level feature
extraction line aims to mine and describe concepts, eveo&)es and objects present in the video. An
important issue to solve towards this direction is reladhe way of assigning low-level descriptors
to high-level concepts. The current inability to accuratebnnect low-level features extracted from raw
image and video data, with high concepts present in humadsyis known as the semantic gap.

The objective of performing content-based video analysé description is to improve the accuracy
of nowadays systems for searching and retrieving videaged/indexing is the process of assigning links,
labels or access points to a video, based on its content.riunégely, due to the semantic gap problem,
concept-based video indexing remains a critical obstackhe success of the query-by-concept search
approach. Generally, semantic concepts are still diffimutietect accurately, so their detection in video
remains a challenging problem. According to [7], the accyraf state-of-the-art concept detection in
videos can range from less than 0.1 (measured by averagsipr@dor semantic concepts such as “people
marching” or “fire weapon” to above 0.6 for a concept such aséf.

Exploiting the semantic relationships between concepgéeeived a large amount of attention from
the scientific community since they can improve the detactibconcepts and obtain a richer semantic
annotation of a video. Also, temporal information can pdevimportant cues for disambiguating the
detected concepts. To this end, ontologies are expecteapi@ve the capability of computer systems to
automatically detect even complex concepts and eventsyisual data with higher reliability.

In recent years, there have been an increasing interestdswatomatic video annotation and retrieval
in large repositories. In this sense, several researckgspave emerged proposing algorithms, tools and
benchmarks to develop the field. The most prominent among #re the following:

1. VIPER-GT and VIPER-PE [8][9]. They constitute an intezogible platform to select concepts and
events manually in a video. They generate test data andatenatleo files in XML format.

2. I-Lids (Imagery Library for Intelligent Detection Systs) [10]. This is an iniciative from the Unit-
ed Kingdom to facilitate the development and benchmarkiingision-based detection systems that
comply the government requirements.

3. ETISEO (Evaluation du Traitment et de I'Interpretatia $kequences Video) [11]. This is a platform
for benchmarking video processing algorithms regardingeai§ic task (for instance, object identifica-
tion, classification, tracking and event recognition), ecsfic scene (ex. a road), and a global difficulty
level (ex. shadow contrast).

4. VACE (Video Analysis and Content Extraction) [12]. Thesd project for the development of algo-
rithms for automatic object and event recognition in a scana robust and scalable way. The events,
objects and relationships among them define the key componérideo content.

3 A shot is a continuous frame subsequence that shows a story.
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5. VISOR (Video Surveillance Online Repository) [13]. Tiésa project designed for creating an open
platform to collect, annotate, retrieve and share suev@ié videos. They also evaluate the accuracy
of automatic video surveillance. They propose an open ogyostructured as a simple list of video
surveillance concepts.

Since 2003, the National Institute for Standardization &@chnologie (NIST) from the United States
of America has been organizing the TRECVID contest [14][d8&ted to video retrieval. In this com-
petition, several video repositories have been employepicting different domains such as news, video
surveillance, etc.

The main purpose of this technical report is to provide insigf the semantic video analysis area,
as well as to describe the more relevant state-of-the-atthade that use high-level information to im-
prove content-based video annotation and retrieval acasalhe remainder of this paper is as follow.
In Section 2 we enclose all topics related to semantic vidawoch principles. This section is divided in
four subsection: subsection 2.1 will focus on methods tmasoncepts to low-level data, subsection 2.2
will describe several approaches for introducing multi@apt and temporal relations, subsection 2.3 will
expose how ontologies have been used for adding high-lex@llledge to video content annotation, and
subsection 2.4 will show some approaches especially deseltor video surveillance purposes. Section
3 presents a summary of the analyzed methods, comparingelalts and pointing the main deficiencies
in this research area. At the end of the report, conclusionpmvided.

2. Semantic Search in Video

The semantic search of videos aims to improve the accuratlyeadearch task, trying to understand the
user intentions and the contextual meaning of the termgdeardo obtain highly relevant results. Adding

semantics to video representations have been done inatfiffarays, namely, adding textual descriptions
(captions usually provided by users), extracting text frtve video using optical character recognition
(OCR) or automatic speech recognition (ASR), automajicafinotating videos using machine learning
techniques (concept detection), enhancing existing atinas using rule learning and relations to infer
high-level concepts and finally, employing ontologies tpresent the knowledge in the video domain.
In this section we aim to revisit approaches from conceptaliein to ontology development, in order to

provide a panoramic view of the main state-of-the-art tseindhis field.

2.1. Concept Detection

The problem of concept detection in video can be stated akexpalassification problem, where several
classifiers based on visual, auditive and/or textual featare trained using information coming from the
raw video data and a set of annotations. In other words, gleftauses in learning a correspondence
among low-level features extracted from videos and highllsgmantic annotations [16][17].

In [17] they proposed a set of 374 semantic concept deteatalied “Columbia374”. The 374 con-
cepts were selected from the LSCOM ontology [18] (See se&i8). They construct three Support Vector
Machines (SVMs) based on local edge (i.e. SIFT), color mdrard wavelet texture features. Finally, for
each shot, the recognition score of the object is computélesaverage of outputs of the above SVMs.

In the literature, the problem of concept detection is askkd from the division of the video in shots
(for news videos, documentaries, etc, that differ from sillance videos) and the detection of keyframes
from each shot. In order to explore the spatial content ofrkeyes, low-level feature extraction is per-
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formed after the image is modelled as a grid. In this way, rscdmd textures are analyzed locally. In other
proposals, low-level features are extracted from imag®nsgobtained after the unsupervised segmenta-
tion of the image. A more elaborated process focuses in ttentibn of a thesaurus of regions. For this,
low-level features extracted from a significative large bemof keyframes are clustered and the centroids
are considered visual words. After this, each keyframepsasented by a vector containing the distances
of each region to each visual word (for each visual word, thalkest distance among all the regions of the
image and the visual word is stored). Finally, a supportaretiachine (SVM) is trained with the resulting
vectors to detect each of the high-level concepts [19]. érMiediaMill system [6], they proposed a similar
approach, with the difference that they defend the ideausiag a multiframe sampling strategy is better
than selecting keyframes from a video. They state that ¢gakiore frames into account during analysis,
makes possible to recognize concepts that are visible gltinig shot, but not necessarily in a single key
frame. These approaches are extrapolated from the field affénanalysis into the video analysis field,
which is straightforward by the main definition of a video aseguence of images. Nevertheless, they ap-
ply their method to each image in the sequence, as if they independent from each other, disregarding
the temporal information implicitly present in the sequen&lso, this approaches do not take into account
the contextual dependence among concepts.

Another type of promising approach involves refining thees@f concept-specific detectors for better
final indexing accuracy, often by exploring contextual etation and temporal coherence. An example
of contextual correlation is the co-occurrence betweenasiciconcepts in a shot; temporal coherence
relates to a single concept that occurs in multiple neighigoshots.

2.2. Multi-concept and Temporal Relations

Previous experiences have shown that semantic conceptstarelependent from each other. Therefore,
the use of relations among multiple semantic concepts iaoviday be an effective approach to improve
the accuracy in concept detection, since this provides itapbcontextual information. According to [17],
when context-based reranking is applied after single qundetection, the average precision in search
tasks can improve from 15 to 25 %.

In [20], they state that current re-indexing methods thai@k contextual and temporal relations to
refine the initial scores can be classified into three categoaccording to the extra knowledge involved:

1. Self-refining methods (unsupervised learning). Theyombginitial scores to explore informative cues
to refine indexing performance [21].

2. Example-based refining methods (supervised learnirgy discover relations from user information
(examples and annotations) to improve the initial res@83[[L][23].

3. Crowd-refining methods. They use external knowledge WordNet or Wikipedia), heterogeneous
resources (like social media), or search engines (like (&amgd Yahoo!) for better performance [24].

As discussed in [21], example-based refining methods displach better results compared to self-
refining methods, nevertheless, supervised example bastthds heavily rely on manual annotations in
order to collect reliable training data. Crowd-refining hugts (as well as self-refining methods) do not
require expensive user information, but they present edogsain problems, when the data distribution of
the external sources do not match those of the target domain.

In [21], the authors propose a self-refining method basedeidiea of collaborative filtering, taking
into account the concept-to-concept correlation and ghetot (temporal) similarity embedded within
the score matrix. Collaborative filtering utilizes useewusimilarity and item-item correlation to predict
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missing preferences. The authors extrapolate this idea&m\analysis, by treating video shots as users
and concepts in the lexicon as items. Although in this wodyttefend the advantages of unsupervised
learning approaches for this task, in order to avoid usimg asnotations, in fact, their own approach relies
on supervised concept detectors to obtain the initial sctix. Therefore, it is unclear the contribution
towards this matter.

Even though manual user annotations are hard to obtain, shtts¢ state-of-the-art methods follow
the example-based refining approach, since human infawmeagiusually more reliable when it comes to
gaining semantic insight of a problem or domain.

The co-occurrence of several semantic concepts may iedibat presence of other concepts. For
example, the presence of the concept “building” might icgtk the presence of the concept “exterior
scene”. In this way, we could discover associations amomgejats from existing annotations, and use
them to improve the accuracy in concept detection. This kinalssociation can be present at a semantic
concept level or at a visual concept level. Also, the disopweé temporal dependencies among concepts
may be helpful to infer the occurrence of semantic concé&®s.an example in Figure 1.

A sequence of video shots

car Bl |

outdoor 1 1 1 1 1 1 1. 1 I

urban 1 1 0 1| AREIREIIEE |

building L/ 0 0 1] X\;1}{ | T ] 1 0
sky o [ 1 1 1] o 1 1 0
opl

people 0 0 0 L 0 i/, \L 0
l,',\‘i:;,\}:(:;,!;\ T?TPQ@I, dependency [ ( Contextual correlation ]

Fig. 1. An example of an annotation system that takes into accoulti-omncept and temporal relations among shots. In the
annotation matrix, 1 indicates the presence of a concepeishot, and 0 the opposite. This image was taken from [1].

In example-based refining approaches, during trainingestamntextual and temporary cues for each
concept must be extracted as high order relations, fronogideanually labeled. In test stage, the contex-
tual and temporal relations discovered are combined wehptiediction values obtained by the concept
classifiers. Thus, the classification results are refingap#ing not only the detection scores, but also the
contextual and temporal relations.

On the other hand, it is possible to detect compound congaptisrns, that are defined from temporary
and semantic relations among concepts of an ontology. Thesassumed to be characteristic of the
application domain, and can be included in the ontologyddifate the annotation of long video sequences
and to express complex queries.

One approach to combine these types of information, is teation of a non-directed graph model
to represent relations among concepts and subsequendsandtiel is called Multiple Discriminative
Random Field (MDRF) [2]. In Figure 2, the relation betweeirgpaf concepts can be seen as edges of a
graph, representing the interaction potential in the MDR¥eleh. Dotted lines, depicting the presence of
a concept in the shot, stand as the association potentiaimodel.

In other works, association rules for concepts and algostio detect frequent items (such/gsiori
algorithm) have been used [22]. From training data, thegadisr concept association rules that capture
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Fig. 2. Example of multi-concept relations in a shot, represengedraundirected graph. The edges between concepts represent
relations among them. The dotted lines from concepts to itheowshot represent the classification of each concept istibe
This image was taken from [2].

inter-concept relationships among multiple conceptseA& concept detection stage, where only pre-
diction values for classifying shots are obtained, the-hadsed post-filtering module uses the learned
association and temporal rules to re-rank the test shof&][28] they model multi-concept and temporal
relations as depicted in Figure 1. They compute inter-goincerrelation values and also correlation val-
ues between neighboring shots (temporal information)yTise a graphical model approach, where they
employ the information shown in Figure 1 as observationsthadtorrelation values previously comput-
ed, in order to improve the concept detection in every shof25], they propose a multiple hypergraph
approach in order to combine different types of informatidhey build three hypergraphs, one for visual
features, another for textual features (coming from autmnspeech recognition transcript as source text
in video) and the last one for multi-concept relations. Terapinformation in this approach is taken into
account through the hyperedges, which are formed by alltbesontaining the same visual, texture or
concept feature in each hypergraph. In the work presentd@ajythey propose a concept fusion algo-
rithm called Temporal-Spatial Node Balance algorithm (B$Nising a representation very similar to the
one presented in [1]. They call “spatial relations” to theoonirrence of concepts in a shot space (what is
called “Contextual correlation” in Figure 1), instead ofidang spatial relations among concepts in image
space. Temporal relations are modeled as in [1]. Insteadwih binary values for defining the presence
or absence of concepts in a shot, they employ the detectmmesobtained by a classifier. They employ
a graphical model to perform the concept fusion, definingepiial functions for spatial and temporal
relations among shots.

In the aforementioned approaches ([22][1][23][25][2Phey consider a shot to be the basic unit for
classification and annotation, therefore, at concept tietestage, classification is performed on a whole
shot (as a sequence of frames), disregarding local analfsisncept relations on each frame, and the
temporal relationship of neighboring frames within a singhot. This is illustrated in Figure 2, where
concepts are associated to the entire shot, instead ofjtakivantage of their spatial distribution within
image space.
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2.3. Multimedia Ontologies

Ontologies are commonly used for knowledge representatiatifferent domains. Ontologies consist of
concepts, concept properties, and relationships betwastepts. They organize semantic heterogeneity
of information, using a formal representation, and proad@mmon vocabulary that encodes semantics
and supports reasoning. Research activities for video otoomiologies have focus on ontology definition
methods, ontology standards and languages and methoelelimgionnect knowledge extracted from data
to the concepts of the ontology. Several multimedia onieldave been proposed recently as suitable
knowledge models to narrow the semantic gap and to enabkethantic interpretation of images.

Traditional ontologies are based on linguistic concepesveitheless, several authors [4][27] sustain
that the idea behind multimedia ontologies presupposésrtitional linguistic ontologies are not able to
describe the diversity of visual events and elements ptasarvideo. Also, they cannot support annotation
and retrieval at the level of a specific pattern of events tities (like those that are represented in a video).
Multimedia ontologies are expressed in the OWL standard.lifiguistic part is formed by a set of classes,
expressing the domain main concepts (ex. objects, ac@nid,and their relationships.

Multimedia ontologies research activities are split i@ tmajor groups: those who create, adapt or
expand existing domain ontologies and ontology languages,der to match the requirements underly-
ing the semantic representation of media objects; and ttagedevelop new methods to link low-level
multimedia information with high-level concepts represehin the ontologies.

As an example of the first case, the work presented by [2&mgits to expand the OWL ontology
language in order to support temporal and spatial relatidrike modeling multimedia data using a mul-
timedia ontology. Their approach focuses more on the taotslapt the OWL language than on methods
to properly associate low-level features to high-levelaapts, and to extract those relations from row
video data. Another example is the one presented by [29]reMiie main goal is to analyse the require-
ments of multimedia object representations, which, aéngrtb them, are not fulfilled by most semantic
multimedia ontologies. They present a new Core Ontologytikheldia, named COMM, following the
principles they exposed in their work. COMM does not repneségh-level entities of the scene, such as
people or events. Instead, it identifies the components oP&GI7 video sequence in order to link them
to (Semantic) Web resources. Another popular approachrttanowledge representation in this area is
the LSCOM ontology [18], which includes more than 834 vist@mhcepts jointly defined by researchers,
information analysts, and ontology specialists accordinthe criteria of usefulness, feasibility, and ob-
servability. These concepts are related to events, objecttions, people, and programs that can be found
in general broadcast news videos. One crucial problem of@®@ that it just provides a list of concepts.
That is, to utilize LSCOM in video retrieval, it would be nssary to organize LSCOM concepts into a
meaningful structure. An attempt to do this was performed3ywhere they explain how to organize
374 of the LSCOM concepts into a video ontology and how toctelencepts related to a query. Those
374 concepts were the ones used by [17] to create the “CohB%lT set of concept detectors. Since the
objective of [3] was to construct a video ontology whichimék object recognition scores, they did not
describe their computation, and instead, they employeddbees already obtained by [17]. An example
of the video ontology can be seen in Figure 3.

Since the main focus of this technical report relies on asiaty existing approaches for connecting
video data to perceptual concepts, we prefer to make a desdysis of works following the second
branch of research activities on the multimedia ontologldfithose that develop new methods to link
low-level multimedia information with high-level concepiepresented in the ontologies. Although several
approaches have been presented, practical implemergtati¢visual) data fusion systems based on formal
knowledge representations still scarce.
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Recognition scores
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Fig. 3. Example of the video ontology proposed in [3]. Concepts hgilog to LSCOM appear in lower-case letters and concepts
introduced by authors appear in capital letters.

The multimedia ontology developed in [4] and [27] includemeeptual and perceptual items. It is
created by linking video sequences as instances of theiditigontology concepts and performing an un-
supervised clustering of video instances. The visual featused for clustering are both generic attributes
(ex. trajectories, motion fields, color and edge histograxtiacted from image raw data, etc.) and domain-
specific descriptors (ex. spatio-temporal feature contioing) that represent especial events. The group
centroids are considered visual concepts, each one refiresan specific pattern that describe an action
or an event. An especial class of un-detected events is msbed, containing all video sequences that
are not classified as instances of a concept within a predetioefidence. Video annotation is performed
at two different levels. At video subsequence level, theseghences are annotated by checking the sim-
ilarity with the visual concepts in the multimedia ontologyhen the similarity with a particular visual
concept is confirmed, the high-level concept linked to iti@ dbntology is immediately associated with the
subsequence. New annotated subsequences are assoctatéteveixisting groups and the centroids are
updated, therefore, subsequences linked to the group eftectéd events are re-analyzed for a possible
association with the new groups. According to this mechaniBe ontologies have a static linguistic part
and a dynamic visual part (visual concepts change when niewmation is presented to the system). At
sequence level, the compound concept patterns are arthotdte system must allow to check whether
a video sequence contains a sequence of subsequencesegtliying the compound concept patterns
predefined. An illustration of this kind of ontology can beseén Figure 4.

A knowledge infrastructure to describe video content hanlh@oposed in [30]. They connect four
types of ontologies: a Core Ontology (base on the Dolce fatiod ontology), which contains generic
concepts derived from philosophy, mathematics, lingeesnd psychology; a Mid-Level Ontology, to
include additional concepts that are generic and not imdud the core ontology; a Domain Ontology
which provides a conceptualization of the domain of intebgsdefining a taxonomy of domain concepts;
and finally, a Multimedia Ontology, which models the contehimultimedia data and serves as an in-
termediate layer between the Domain Ontology and the aisdiavfeatures. The association between
low-level features and the ontology concepts is perfornfésr ¢he video is segmented in shots and a
single keyframe is extracted for each one of them. They udgagfeatures to classify a frame with global
concepts in the ontology, and they segment each keyframsreacelocal features that will be mapped to
local concepts of the ontology.
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Fig. 4. Example multimedia ontology of soccer domain using clestévisual instances. This image was taken from [4].

In order to bridge the semantic gap between low-level featand concepts in an ontology, in [31],
they define a Perception Concept and a Semantic Concept.erbeption concept is the abstraction of
feature patterns that have similar low-level features awdiofrequently. The semantic concept is related
to high-level concepts that users perceive when they watadiea. It can be represented as a combination
of several perception concepts and their relations, andeatescribed by a linguistic term. The detection
of semantic concepts depends on the detected perceptioapsrand contextual information (in the form
of textual information extracted by using VOCR and automsfieech recognition).

In [30], although explicit relations among concepts existie developed ontology framework, they
disregard this information in the low-level feature cléisation step. Both [30] and [31] dismiss temporal
information, as well as the spatial relations of concepisiage space.

The work presented in [7] proposes the automatic deteriomatf semantic linguistic relations be-
tween concepts. Concept detectors are linked to the camdsm concepts in an ontology and they pro-
pose a rule-based method for automatic semantic annotdtmymposite concepts and events (such as “a
person enters in a secured area”) in videos. The concepibredhip of co-occurrence and the temporal
consistency of video data are used to improve the perforenahindividual concept detectors.

Object detection in video images captured in vehiculafitraftuations is performed in [32]. Detected
objects (by using stereo vision the detection outputs daaibjects) are mapped to one of four concepts
(Automobile, UtilityPole, Person or Obstacle for the ussified objects) present in the OpenCyc ontol-
ogy [33]. After low-level features are extracted, objeatagnition is performed by using a cascade of
classifiers. Spatio-temporal rules are used for improvinjgai classification.

In order to exploit context knowledge, in [34] they proposeoatext-based layer that will manage
the ontological representation of a scene (including cdraed perceived knowledge), and below this
layer, a general tracking layer, that manages a classigattolbacking procedure. The current state of a
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given scene is represented with instances of the conceptelatbin the context layer and its relations. An
interface between the layers guarantees interoperahitityindependence between them. Updated track
information triggers reasoning processes in the contger ldnat, supported by context knowledge, update
the whole interpretation of the scene. Recommendationgharecreated by reasoning with the current
scene model and a priori knowledge in order to improve treking process. The use of a tracking system
implicitly provides temporal information in the model. Tleentext layer model encompasses various
ontologies that represent tracking data, scene objedigiti@s, impacts, and tracking layer recommended
actions.

The work presented in [35] is one of the most complete appesmehen it comes to involve high-level
relations to low-level representations. They propose amnaatic semantic content extraction framework
in terms of object, event, concept, spatial and temporailticel extraction. They developed a metaon-
tology (named VISCOM) for domain ontologies that providedcemain-independent rule construction
standard. VISCOM is utilized as a metamodel to constructalorontologies, and domain specific se-
mantic contents are defined as individuals of VISCOM classesproperties. Both the ontology model
and the semantic content extraction process are develgpsitiering uncertainty issues. Spatial relations
(currently distance, topological, and positional relasi@re used) are fuzzy relations and, for each relation
type, membership values can be calculated according toaiegns of objects relative to each other. In
the concept extraction process, extracted object, evedtcancept instances are used. When an object or
event that is used in the definition of a concept is extradtezlrelated concept instance is automatically
extracted with the relevance degree given in its definit@oncepts are extracted with a membership value
between 0 and 1, which represents the possibility of theeqpimealization in the extracted concept period
and the roles of objects taking part in the concept.

2.4. Video Surveillance Domain Ontologies

For the specific case of video surveillance, it is importamadtice that, in order to label and to retrieve
frame sequences, specific approaches must be developedisTiacause the structural composition of
these frames is different from edited materials (namehlysn@deos, documentaries and films).

For the case of video surveillance, ontologies have beetosassist the recognition of video events.
Several authors have engaged initiatives to standardiamdanies of video events. Such is the case of
[36], which proposes a formal language to describe everia@gies (VERL, which defines the concepts
to describe processes) and a markup language (VEML) to ateniostances of ontological events. In [37]
they defined a meeting ontology that is determined by the letye base of various meeting sequences
and an ontology for describing bank attack scenarios wasoged by [38]. More general ontology design
principles were developed by [39] and the authors adapesd th the specific domains of human activity,
bank and airport surveillance. In [40] they developed a wrplogy to enhance the description of rela-
tions between events. This ontology is used to classify tevilsat may help the comprehension of other
events (for instance, when an event is a precondition ofr@naine). More recently, in [41] they defined
a formal model of events that allows interchange of evemrintion between different event-based sys-
tems, causal relationships between events, and intetipresabf the same event by different humans. The
proposal of [34] (briefly described in section 2.3), presentample results in a video surveillance appli-
cation, using some scenes of the PETS2002 benchmark. Alsapproaches presented by [32] and [35]
(see Section 2.3)) are tested in a video surveillance emviemt. In [42] they present a semantic-based
wireless video surveillance system, and, although thesgmtethe technical aspects of the system require-
ments and deployment (hardware platform), they also pemmcorporate semantics by means of object
recognition, object description and object classificaifgorithms. A very simple ontology is constructed
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with the purpose of hierarchically ordering the objects ¢odmssified. No multi-concept relations nor
spatial relations are established among objects in theescen

Authors have also contributed to event sharing reposgdrésed on ontologies, with the aim of estab-
lishing open platforms for collecting annotating, retii@yand sharing surveillance videos. An example is
the VISOR project [13][5], which is based on a reference lagiy for video surveillance applications. It
integrates hundreds of concepts, some of them taken fronOIM[18] (which has created a specialised
vocabulary for news video) and MediaMill [6] ontologies.SOR allows to export the video surveillance
ontology and its video annotation using MPEG-7 and OWL saadsl It is possible to perform queries
based on keywords and to retrieve videos by concept, whidivies to search for the desired concept in
the annotation database and retrieve a list of annotatiothsedated videos linked to that concept.

A generic concept might be represented by the video conteby d@s context. The content may be
physical objects that appear in the scene or event/actimidhiippen. A video annotation is a set of class
instances represented by a list of textual concepts. Sothewidescribe directly the nature of the instance
(i.e. they are connected to an element using the relatiea”jisOther concepts describe characteristics or
properties of the instance using the relation “has-a”. Adfsmore than 200 video surveillance concepts
can be downloaded from the VISOR project web Sit6Some sample video frames from the VISOR
project can be seen in Figure 5.

Fig.5. Example of scenarios for video surveillance present in tf®0OR project. This image was taken from [5]

4 http://www.lscom.org
5 http://imagelab.ing.unimore.it/visor
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3. State-of-the-art Results

In order to provide a comparison frame (if possible) amomgwiorks reviewed in this report, we present
a summary of works dealing with concept detection in vidéaghlighting their main features (i.e. high-
level features employed to improve the task), as well ag theults. The summary for concept detection
approaches can be seen in Table 1 and a similar summary caef@sTable 2, for approaches incorpo-
rating semantics through ontologies.

In this tables we can see in the first column the referenceeop#per in question, as well as a de-
scriptive short text for recognizing each approach (sonmeassare given by the authors themselves, while
we defined a brief description to those unnamed). In the skcolumn, the year when the approach was
published is presented. Columns 2—6 for Table 1 and 2-5 foleT&depict high level features that can be
employed to improve concept detection results. These att-comcept, temporal and spatial relations,
as well as textual features. In this case, when we talk alpatiad relations, we are referring to the spatial
configuration of objects or concepts in image space (andmtitet co-occurrence of them in a shot, as
many works referred to). The sixth column in Table 1 referth&odiscovery of those high-level features in
an unsupervised way (i.e. not using training informatiandigcovering relations and co-ocurrences). The
column named “Unit of analysis” displays whether the infation extracted from video data is analyzed
at frame, keyframe or shot level. Column “Dataset” showsdéiset employed for experiments and the
next column show the number of concepts tested in the camnelépy dataset. Results are shown in the
last two columns. Column “MAP” depicts the mean averageipi@t value and column “CR” displays
the classification rate. Empty values in the table indich& the current feature or result was not taken
into account, or not mentioned in the paper.

Tabla 1. Results reported on state-of-the-art works for concepatien.

Paper/algorithm vear High-level information Unit of Dataset No. of Results
M-concepfTemporalSpatia|Textua|Unsupery, analysis concepts [MAP|CR
[19]/Region thesaurus {2007 X Keyframe |TRECVID 2005 6 80.3 %
[22]/Association rules [2008 X X Shot |TRECVID 2005 101 0.31q
[25]/Multi-hypergraphs [201(Q X X X Shot |TRECVID 2005 35 0.35
[26]/TSNB 2012 X X Shot |TRECVID 2005 10 0.271
[2)/MDRF 2007 X X Shot |TRECVID 2006 39 0.159
[1}/Multi-cue fusion 2008 X X Shot |TRECVID 2006 20 0.196
[21]/Unsup. matrix fact.[2012 X X X Shot |TRECVID 2006 20 0.187
[26)/TSNB 2012 X X Shot |TRECVID 2006 20 0.197
[1]}/Multi-cue fusion 2008 X X Shot |TRECVID 2007 20 0.132
[21]/Unsup. matrix fact.[2012 X X X Shot |TRECVID 2007 20 0.124
[26)/TSNB 2012 X X Shot |TRECVID 2007 20 0.073
[1}/Multi-cue fusion 2008 X X Shot |TRECVID 2004 19 0.161
[21]/Unsup. matrix fact.[2012 X X X Shot |TRECVID 2008 19 0.151
[26]/TSNB 2012 X X Shot |TRECVID 2008 19 0.058
[26]/TSNB 2012 X X Shot |TRECVID 2009 8 0.061
[26]/TSNB 2012 X X Shot |TRECVID 2014 30 0.208

[6]/MediaMill search en2011 X Keyframe [TRECVID 2011 346 |0.172
gine.
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Tabla 2. State-of-the-art ontology-based results reported initeeture.

Paper/algorithm Year High-level information Unit of Dataset No. of Results
M-concepfTemporalSpatia|Textua| analysis concepts [MAP|CR
[27]/Soccer ontology |2007 Shot |Soccer collection 19 63.9%
[30]/Disasters ontology2007 X X Keyframe |Disaster news videos 3 93.2%
[71/Composite concepf010 X X Shot |TRECVID 2005 101 a
[31]/Diplomatic Policy|2011 X X Shot |Broadcast videos from 41 0.52
CNN, NBC, CCTV, etc.
[3J/LSCOM concepts {2011 Shot |TRECVID 2009 b - -
[34]/Object trackingr2011 X X Frame |PETS 2002 ¢
Context
[32]/Stereo vision ap2011 X X Shot  |Traffic surveillance 86.5%
proach videos
X X X Keyframe Office surveillance 12 90.0 %!
[35]/VISCOM 2013 Basketball videos 4 87.5%
Football videos 3 69.0 9%
[42]/Semantic wireles2013 X Frame |Road scene 2
surveillance

a Authors do not provide an absolute value, but relative tose tiae.

b Resullts are given only for four queries defined by the authors

¢ Experimental validation is very poor, they only show exagspbf results.

d Authors present their results using Precision/Recalleslior the sake of comparison, we mentioned only Recall
in this table, which is comparable with CR

3.1. Datasets

As can be seen in Table 1, TRECVID datasets are widely usedstothis kind of approaches. The
TRECVID evaluation meetings [14][15] are a series of wodgshwith the purpose of encouraging re-
search in the areas of content-based retrieval and exjioitaf digital video. They provide a large testbed,
uniform scoring procedures, and a forum for organizatiomsrested in comparing their results. Some ac-
tivities relative to the TRECVID evaluation campaign are #malysis, indexing and retrieval of video
shots. From 2003 to 2012 this project has released officsalcilections. There are a few differences
among these datasets. For example, TRECVID 2003 — 2006 wkeeted from multilingual news videos
in American, Arabic, and Chinese broadcast channels, TREQ@J07 — 2009 provided participants with
cultural, news magazine, documentary, and education @noging supplied by the Netherlands Institute
for Sound and Vision and surveillance event detection wakiated using airport surveillance video pro-
vided by the UK Home Office. TRECVID 2010 — 2012 maintaineddirport surveillance video used in
TRECVID 2009 and included a a new set of challenging videasgd IACC.1), resembling “web videos”
with large variations in creator, content, style, productgualities, original collection device/encoding,
language, etc. In general, the unit of testing and perfoomassessment of search tasks in TRECVID
datasets is the video shot. The evaluation measure is the aveaage precision which correspond to the
area under an ideal (non-interpolated) recall/precisiowe

On the other hand, in Table 2, the first thing to notice is thiedogeneous nature of the datasets
employed. Most works dealing with ontologies restrict thiesearch scope to a limited domain and cre-
ate their own knowledge representations and test data.igkigoroblem when we try to compare the
performance of different approaches, since most reswéta@rcomparable.
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3.2. Evaluation Measures

In the results surveyed in this report, three main evalnateasures are used: mean average precision
(MAP), classification rate (CR) and Precision-recall value

Precision and recall are single-value metrics based on ti@enist of documents returned by the
system. Precision is the fraction of the relevant retriesleduments over all the retrieved documents.
Recall is the fraction of relevant retrieved documents @lenelevant documents. In this sense, recall can
be also seen as the classification rate, since it measuresihawof the classified documents are correct,
versus the real class of the documents.

Mean Average precision is a very popular performance measuinformation retrieval in general.
Average precision (AP) is used to score document retriavdlitecaptures the importance of the ranking
or ordering of the retrieved documents. For systems thatrred ranked sequence of documents, it is
desirable to also consider the order in which the returneditents are presented. When precision-recall
values are computed at every position in the ranked sequefndecuments, a precision-recall curve is
obtained (precision vs. recall). AP computes the averafigeevaf precision in the recall intervd0, 1],
which is actually the area under the precision-recall cutv® when averaged over all queries and reported
as a single score, is called mean average precision.

3.3. Discussion

Tables 1 and 2 comprise a considerable amount of approaelasd to content-based video search and
give a global vision regarding most prominent aspects ih eesearch. Several major concerns arise when
analyzing this information:

= Regarding the high-level information used, it can be seatméry few approaches incorporate several
high-level features at the same time. Many approachesgaith content-based image retrieval and
object recognition in still images have proposed solutifumsdealing with high-level information at
image level, but this knowledge is rarely extrapolated ttewi content analysis. Most works related to
semantic video retrieval just assume a naive represenfeligsification of images, and focus more in
adding information regarding temporal or motion aspects.

= In many works, the shot is the basic unit of analysis, whiclansehat concept detection is performed
at shot level and the relations are establish among shattefaporal relations are established among
consecutive shots). This is highly related to the previters| since using the shot as basic unit means
that each shot (sequence of frames) will behave as a bag oflened features, and multi-concept
detection will be performed on them, disregarding then tbetial information among features or
concepts in image space, as well as the temporal cues thagcied frames may provide to recognize
concepts.

= Benchmarks employed for displaying results are heteragend=ven though most of them in Table 1
use TRECVID datasets, for different editions of the contjmetj data is different and systems are
different. Only metrics, in most cases, are the same. Als® evaluation protocol in each work is
different, even when using the same dataset. Researchatstytheir algorithm performance for
different amounts of concepts (from 6 to 346), thereforsults are not comparable. Also, some works
use different evaluation metrics in the same dataset, wikighother problem when trying to establish
advantages among them. More concerning in this sense isfthreniation provided in Table 2, where
no single work employs the same dataset or knowledge repgedim of any other work. Furthermore,
all domain specific approaches presented collect and steuttieir own test data.
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= One major concern is related to the results. Even though dneyot comparable, it can be notice
that in Table 1 MAP scores range from 0.05 to 0.31, which Ikastiery low score for these tasks. In
Table 2, most results are given in terms of classificatioa, hich ranges from 63.9 % to 93.2 %. It
is important to notice, nevertheless, that even gettingessrores above 90 %, the testing domains are
rather limited and with very few concepts.

This indicates that there is still much work to be done in flakd, in several aspects: improving low-
level representation of videos, taking advantages of nustdeveloped for still images; finding new ways
to represent and combine high-level information that candssl to add semantics to video analysis tasks
and trying to unify results in order to make them comparahth state-of-the-art methods.

4. Conclusions

Despite the fact that performance improvements have bgentesl in the last years in the field of semantic
video search, and that many approaches have been creat&temol ¢he number of different concept
classifiers, to add meaningful relations and to provide Kadge representations for video content, there
is still much work to be done.

Several approaches reviewed in this report have proposeaghes for robust detection and rep-
resentation of high-level concepts, for mining multi-cept and temporal relations, for modeling of
events and approaches to represent domain knowledge atekitah information of activities and ac-
tions. These methods have been applied to several diffdmnains, from sport to surveillance videos,
showing promising results, but clearly they are still nobdg@nough. Last section of this report summa-
rized the main aspects and results of this works, and the casicerning issues were discussed.

Poor results, in general, means that more deeper evaluaitieach aspect should be made, ranging
from concept detection to ontology development areas. @ii@reces made so far need to be consolidated,
in terms of their robustness to real-world conditions asgeeially for surveillance applications, there is
need of reaching realtime performance.
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