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Abstract. The human iris has proved to be a good and high-confidenceebimntharacteristic for the person
verification and identification tasks due to its reliabjlisgability, uniqueness and hard to duplicate. One of the
important tasks in iris recognition process is the featuteaetion from the iris texture patterns. Looking the main
publications of this subject can be said that feature etitraof iris texture is an open issue because: 1) there
is not standard methods for feature extraction, therefprieage used different methods and viewpoints. This
work presents an overview of iris features extraction mashbesides the characteristics of several methods are
discussed. Also present a taxonomy of these techniquesisdisome experimental results and the conclusion of
the works that were consulted, also analyze the challenigbe éssue within the new trend of iris recognition.

Keywords: iris recognition, texture analysis, feature extraction.

Resumen. El iris humano ha demostrado ser un rasgo biométrico decaithanza por a su estabilidad, fiabil-
idad, cualidad Gnica, técnica no invasiva y dificil deplicar. Una de las tareas mas importantes en el proceso
de reconocimiento del iris es la extraccion de rasgos & piErios patrones de textura del iris. Observando las
principales publicaciones de esta tematica se puede @igeila extraccion de rasgos de la textura del iris es un
tema aln no resuelto debido a: 1) la no existencia de undstpara la extraccion de rasgos, por lo que 2) se
han utilizado diferentes técnicas y puntos de vista. Eat&jo presenta una panoramica de los métodos de ex-
traccion de rasgos en el iris. Se discuten las caradtadstie los principales enfoques. Se presenta también una
taxonomia de estas técnicas, se discutiran algunokagss experimentales y conclusiones de los trabajos ex-
aminados. Ademas se analizan los retos del tema dentrs dedzas tendencias del reconocimiento biométrico
del iris.

Palabras clave: reconocimiento de iris, analisis de textura, extracciémasgos.

1. Introduction

In 1986 M. Alphonse Bertillon, a French anthropologist,gosed the use of iris patterns, particularly the
color and shape, for the recognition persbns[13]. In theseote times the discriminating iris features
were extracted through the specialists observation, did/eexist automatic methods. It was not until
1987 when the first pateht[l14] on the general concept obiised recognition appear and years later, in
1993, Daugman develop the most popular and commercial mfghia the early history of iris biometrics.
Since then, growing interest has been shown in iris reciognénd in recent years has been significantly
increased, it has also achieved great progress in termdeaftieéness and efficiency of the methods.
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However, there is still much done to improvements perforreaand further the practical implementation
of iris recognition systems under a variety of uncontrolbeaditions. Recently iris recognition in terms
of visible light has become the center of attention in theaar

The iris pattern compared to other biometric features hasesadvantages suchlas[15]:

= The iris begins to form in the third month of gestation and $freictures creating its pattern are
invariant.

= The forming of iris depends on the initial environment of eyd) so the iris texture patterns do not
correlate with genetic determination.

= The left and right irises for a given person are differentfreach other.

= The inner organs of iris are protected by aqueous humor amg¢adrom the environment.

= The iris recognition is non-intrusive.

= |tis almost impossible that irises are modified by surgicithowut risk.

One of the important tasks in iris recognition process isfdaure extraction from the iris texture
patterns. Looking at the different approaches to analyedri texture can say that has been the most
popular area of research in iris biometrics[16].

The general concept of Biometric Feature Extraction Peitesdefined as: the process applied to a
biometric sample with the intent of isolating and out pujtnepeatable and distinctive numbers or labels
which can be compared to those extracted from other bioonsdrples.

In the particular case of the iris biometrics the feature@amtion objective is extract discriminative
features from iris texture and stored in a more compact farthat it is more effective performing pattern
matching in the following stage[17]. But, which are the msigmificant features and distinctive? what
is the minimum amount needed? is there any way to automigtieslrn what features are best for the
classifief[18]?. This question is not completely resolvadhiy.

Is clear that the extracted features should meet at leaglitbering requirements[7]:

= Significant: so that the iris image signature is an effeatdyy@esentation of the original iris image.

= Compact: so that the similarity measurement could be coenguitkly.

= Fast: we have to process a large collection of images. Alsonwg@t have to extract features from
query image on line as well.

In this work we make a critical analysis of current approachwolving this hot topic, both with
their advantages and problems. Section 2 presents the nisdi@dtures extraction methods proposed and
taxonomic classification of these. Section 3 discusses saperimental results, analysis and conclusions
are found in the works consulted. Section 4 deals with thdlerfges iris feature extraction, and finally,
the conclusions of the report.

1.1. Basic Steps in Iris Recognition

A typical iris recognition system consists of the followisigges: iris image acquisition, iris segmentation,
feature extraction, and pattern matching. Image acquisitias a great importance in iris recognition
performance because the better the image quality, the ncoteade result the system can achieve. After
iris image is acquired, the next step is to locate the pasitibthe iris and pupil. Several techniques
have been proposed and most of them are based on image gradteedge detection. After iris has
been located, features of the iris texture scan are exttadhich features should be extracted and how

1 Biometrics Identity Management Agency, Biometrics Glogsapril 2012 Version.6
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to extract them is also important issue in iris recogniti@od features give high inter-class variation
and low within-class variation, which is desired in commaoanetric recognition system. Finally, one
should be able to compare features from different irisesadntdin a score of similarity which tells how
similar these two irises are (or a score of distance, whilth hew much different they are). Decision of
classifying test image as authentic or imposter is made Iypeoing the similarity score with a given
threshold[19].

2. Iris Features Extraction Methods

This section is the main core of this work, in will be discubslee principal methods of the iris features
extraction update to nowadays. The features extractioasedon algorithms that analyze the segmented
and normalized iris image in order to extract the distirecfiwatures from the iris texture pattern, that will
be used in the process of people recognition.

The iris has a particularly interesting structure and ptesiabundant texture information. So, it is de-
sirable to explore representation methods which can desgtobal and local information in an ifis[20].
In this sense, several strategies have been employed watlisé outlines that make use of: a) signal
processing methods, in spatial domain and also in freqasmtmain of the iris data. This group of meth-
ods makes use of digital filtering technique to describe tilsegexture, b) statistical processing methods,
looking for to stand out the existence of spatial relatigpsHtetween different iris texture regions, c) the
employment of combined techniques, to describe the texsifgetter as possible and also in exhaustive
way, taking advantage of the description power using sea@ilysis sources.

At the following session, we present a taxonomy, sed Figfthe most used and recognized feature
extraction methods to describe and represent numeridelyris texture.

2.1. A Taxonomy of Methods

The texture’s features obtained from the second-drdegtitistics methods like co-ocurrence, Local Bi-
nary Pattern(LBP) have been introduced to exploit the apd@pendencies that characterize the image
texture, but basically this kind of texture descriptor ogiye information about the events that take place
in a single scale. When the texture patterns are presentsigéls of various scales, and in different an-
gular directions, then these methods are not the most tiitelowever, the Independent Component
Analysis(ICA) method is a statistical technique that ais®ireveal interesting hidden relationships and
factors within sets of original variables. Therefore, tB&lmethod is possible apply it to a set of texture
features extracted from the iris using any texture desmripiethod. The result is a new features set reveled
with new properties which are useful in order to interpretitis texture[22].

The signal processing technique possesses the main powmtiiods for texture feature extraction.
They have as theoretical principles the modification of ffexfal composition of image using mathemat-
ical operator on the spatial domain, or using some transftka Fourier, Gabor or Wavelets transform,
to extract texture features at the frequency domain. Thiegks lof technique are known as spectral tech-
nigues. It is based on digital filtering properties and fetiés the noise removal on the images acquired
during the capture process. This process of image filterindifies the spectral composition, low fre-
guencies (or high frequencies) in the image. The digitadrfitig using Gabor filters and Wavelets filters
describe the iris texture in the context of several scalbs Hind of texture descriptors uses banks of filters
to quantify the energy of the texture in different scalemgsieveral frequencies and angular directions in
the image.
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Methods of Iris Features Extraction

Statistical Processing Signal Processing Methods Combined Methods
I
[ |
Local Binary Spatial Frequencies | | LogGabor-
— | Pattern Methods Methods Wavelets
| | 2D Gabor-
L1 Co-Occurrence || Cumulative Sum | | Gabor Wavelets
Based Transform
|| Combination of
Independent Fractal and | | Wavelet Ordinal Features
— Component ] Chaos Theory Transform
Analysis

Other’ proposed
Methods

Discrete Cosine L

—{ Gaussian Filter
Transform

Iris Color Texture
Features

Fig. 1. Proposal Taxonomy of the Iris features extraction methoderwidely used nowadays.

The combined methods make use of the feature fusion obtdioed several individual methods,
and that synergy of iris features provides greater abibtityléscribe the iris texture, and thus provides
high capacity for individual recognition. The next secgrovide data in detail on each of the methods
depicted in taxonomy presented.

2.2. Statistical Processing

2.2.1. Local Binary Pattern

LBP is an efficient method used for feature extraction antutexclassification, it was first introduced by

Ojala et all[28] in 1996. The LBP operator was introduced asraplementary measure for local image
contrast, and it was developed as a gray scale invariamrpatteasure adding complementary information
to the “amount” of texture in images. LBP is ideally suited#dpplications requiring fast feature extraction

and texture classification.

Sun, Tan et al.[24] used LBP for iris recognition. Their neettdivided the upper region of the nor-
malized iris image into 16=32 blocks, and each block has the size 32 by 32. For eack biahe
normalized iris image, an eight-neighborhood uniform LBRdgram with radius 2 (59 bins) may be ob-
tained. In their labeled graph representation of iris patteach manually divided image block is regarded
as a graph node, associated with the attributes of the leganm’'s LBP histogram. The spatial layout of
these image blocks is used to model the structural relatomsng the nodes. Finally, a graph with 32
nodes is constructed as the template of each iris image tdihiglate is use for matching.

Tian, Qu et al[[2b] used LBP features extraction in two negtdar neighborhoods (sizex3 and
5x5). Then selected most stable and effectiveness featuresrbgaring intra images of the same iris. In
the experiments, the authors only compared LBP with featelection vs LBP without feature selection.
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Rashad, Shams et al.[1] proposed an algorithm for iris neiiog and classification using a system
based on LBP and on histogram properties as a statisticabaqp for feature extraction, and Combined
Learning Vector Quantization Classifier (LVQ) as NeuralWatk approach for classification, see Elg.2
general structure of proposed method. The authors firsa@xtBP features of small regions in which
they divided the normalized iris image, then creating a LBfolgrams for each region, finally connecting
the histograms obtained in a single histogram.

Input eye
image

Combined LVQ Classifier

Preprocessing , Class 1
stages
Class 2

Normalized iris @ i
' z ——>.—> The algorithm of | THe results

Feature Extraction using al 3 the majority -
; Feature ass Voting
LBP and Histogram >
- Vector
Properties

Class n

Fig. 2. General structure of proposed method by Rashad, Sham§lt al.

Marsico, Nappi et al.[26] deal with an approach to iris matghbased on the combination of local
features: LBP and discriminable textons (BLOBS). Theydid the iris image into horizontal (or vertical)
bands. For each band, the histogram of LBP values is comptuitedresult code @ will be stored as a
sequence of histograms plus the related noise ivask = (H1,H>, ..., Hpands M). Such features can be
considered BLOBSs: a group of image pixels which form a stmecivhich can be darker or lighter than
the surrounding region. The extraction of the BLOBs from @ image is obtained through different
LoG (Laplacian of Gaussian) filter banks, this technique ttedl BLOB. The final method for coding and
matching LBP-BLOB is define as £dj.1:

= Coding of the paifl,M) is c = C gp,CgLoB-
= Matching between codings andc; is given by:

5(C1.Cy) 6LBP(C1.L;P,C2,LBP) n 6BLOB(C1«B|:20|37C2.BLOB) | 0

This work obtained sixth place in NICE.lI iris biometricsmpetitiorﬁ

2 LBP code C is computed as the difference of the average piigighreshold equal 1 and average pixels with thresholékqu
0
3 http://nice2.di.ubi.pt/
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2.2.2. Co-Occurrence

Li, Liu et al.[27] presented a weighted co-occurrence ptestegram (WCPH) for representing the local
characteristics of texture pattern. The method proposedighting function that enables a phase angle
to make contributions to several adjacent bins; the co+oenae histogram considers the information
of both, the phase angle and spatial layout; and they int®duBhattacharyya distance measure for
evaluating the goodness of match between two WCPHSs. Also MViSRlistinctive and insensitive to
illumination changes and noise.

Let ¢ be the set of all points in a gray level ima8eand denote by(z) the pixel value at the spatial
pointz= (X,y). Using an edge detector, for example, 8@beloperator, they can compute the gradients
of the imageS. Let g, and 6, be the gradient magnitude and phase angle at¢spectively. Suppose
the interval[0, 217 is uniformly divided intom bins. The rotationally invariant co-occurrence histogram

defined as EQJ2:

~ 1

Ped(U,V) = =— 5(u,8,)3(v,67) , )
Ced ;ecHZ—;H:d

where||.|| denotes thé.,-norm, d(u, 6,) is the Kronecker function that equals 16 falls into binu and

equals 0 otherwise, ar@} 4 denotes the number of point pairs. The co-occurrence hetoglefines the

joint probability of pairs of two points that are at distadoaf each other. This method ranked the fifth

place in NICE.Il Competition.

2.2.3. Independent Component Analysis

ICA is a statistical and computational technique for revgphidden factors that underlie sets of random
variables, measurements, or signals[28].

ICA defines a generative model for the observed multivadate, which is typically given as a large
database of samples. In the model, the data variables anmedgo be linear mixtures of some unknown
latent variables, and the mixing system is also unknown. l@tesnt variables are assumed non-Gaussian
and mutually independent and they are called the indepémdamponents of the observed data. These
independent components, also called sources or factarfiectound by ICA[28].

The iris recognition system developed by Ya-Ping, Si-Weilg29] adopts ICA to extract iris texture
features. The authors represents iris pattern with ICAfaennts, then determines the center of each class
by competitive learning mechanism and finally recognizespiittern based on Euclidean distances. The
basis function used is kurtosis denoted byEq.3:

kurt(y) = E{y*} - 3(E{y*})*. ®)

To improve the computational cost, the authors proposek with patches of images of sizex\N
and estimate the coefficients in ICA image patches.

Dorairaj, Schmid et al.J2] analyzed the performance of twoogling strategies Principal Component
Analysis (PCA) and ICA that are capable of capturing bottbgland local features when applied to an
iris image, see Figl3. The authors also consider the pessibdation of the normalized iris image due to
poor image alignment and not divide the iris images in pache

In Chowhan and Shinde[B0], the authors, used PCA and ICA. R&been used as a preprocessing
step that reduces dimensions for obtaining ICA componemtsi§. The experimental results demonstrate
that the ICA algorithms are very effective when using verpdjguality iris images with a small size.
However, in the case of noisy and deformable iris images \mithe block size, the performances of
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IRIS LOCALIZATION

POLAR REPRESENTATION ENHANCEMENT AND MASKING

TR Ik v
Sl

g

P

ICA Blok PCA Blok
Eigen iris 1 Eigen iris 2 Eigen iris 3
S=A""X, where L Al

X = PCA components : Eigen iris 4 Higeniriss  Eigeniris6

A1 = Estimate unmixing B
atrix RN R R

Eigen iris 94 Eigen iris 95 Eigen iris 96
Ry e vl

Fig. 3. Block-diagram of the system implementing PCA/ICA encodiechniques for iris proposed by Dorairaj, Schmid efal.[2].

the Fast-ICA and ICA by relative Newton method get marginaktter when compared against JADE
algorithm. However, in general, the obtained results alfoam to conclude that ICA could perform well
for such application, but it is sensitive to illuminationdanoise degradations caused by the eyelids and
eyelashes. This is a limitation of ICA based-methods.

In Bouraoui, Chitroub et al.[31], restudied the applicatwf ICA for a possible improvement of iris
recognition. They implemented an experiment with JADE athm, ICA by relative Newton method and
Fast-ICA algorithm. The best results are obtained with |I@Adiative Newton method when image patch
size is 8«8 pixels and JADE algorithm when image patch size ig 16 pixels for CASIA-Iris V3-Interval
database. However, the results obtained with the Fast-Igéithm are the worse with block of X616
pixels for the CASIA-IrisV3-Interval database. Howevére tCASIA-IrisV3-Lamp database gives better
results than those obtained by JADE for blocks ok16 pixels. Furthermore, JADE algorithm yields
good results for blocks 1616 pixels when using CASIA-IrisV3-Lamp database.

2.3. Spatial Methods

2.3.1. Cumulative Sum-Based

The method proposed by Jong-Gook[32] used a cumulativetased change analysis to extract features
from iris images following this step:

4 Change-Point Analysis: A Powerful New Tool For Detectingg@tjes URL:http://www.variation.com/cpa/tech/chandeiatm|
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1. Divide normalized iris image into basic cell regions fatatlating cumulative sums. One cell region
has 3(rowx 10(col) pixels size. An average grey value is used as a reptats/e value of a basic cell
region for calculation.

2. Basic cell regions are grouped horizontally and veliigidive basic cell regions are grouped together

because experimental results show that much better peafarens achieved when a group consists of

five cells).

Calculate cumulative sums over each group as in (2).

4. Generate iris feature codes.

w

Cumulative sums are calculated as follows. Suppose Xhat,., ..., and X5 are five representative
values of each cell region within the first group located anléit top corner.

» Calculate the averagé = (X;+Xo+ ...+ Xs5) /5

s Calculate cumulative sum from (& = 0.

= Calculate the other cumulative sums by adding the diffexdsatween the current value and the aver-
age to the previous sum Eb.4:

S=S.1+X—-X)fori=1,2,..,5. (4)

Cumulative sums are calculated by addition and subtractorthe cumulative-sums-based feature
extraction method creates a lower processing burden tteem otethods. After calculation, Iris codes are
generated for each cell using the following algorithm:

Iris_codegeneration{
for (2 times loop} \\ for horizontal and vertical directions
MAX = max(S1,52,???,S5); MIN = min(S1,S2,???,S5);
if Si located between MAX and MIN index
if (Si on upward slope) set cell’s irisode to 1
if (Si on downward slope) set cell’s irisode to 2 else
set cell's iriscode to 0
H}

The algorithm proposed by Rathgeb and UhI[33] is similarhi® approach in Jong-Gook. First the
authors discarded the top and bottom of the iris becauseftam liidden by eyelashes or eyelids. Then
tracing light and dark intensity variations of gray scalkiea in horizontal stripes of distinct height, pixel-
paths are extracted. For a height of 3 pixels each posititiinypixel-paths is encoded using 2 bits. For a
total number of 21 pixels the resulting iris-code consi$ts®m752 bitd[34].

2.3.2. Fractal and Chaos Theory

Ebrahimzadeh, Jampour et al]35] proposed the techniigigéntification based-Fractal and Chaos
Game Theory (Iris-IFCGT). This technique has some fractapgrties like stability against zoom, re-
moving part of the iris image, no sensitivity on rotation &wdon as well as desirable speed which helps
preventing time consuming process of pattern Recognition.

fractal objects have three important properties selflaiity, iterative formation and fractional di-
mension. It means that fractal body parts are similar to oy are produced by a repetitive process. In
Chaos Game Theory new fractal can be produced by random wa@ik$s and polygons of a fractal. One
important point in this technique is that during the Chaosn@&anechanism in producing a new fractal
some parameters can be extracted, so that they are usefdefuification. The authors used rectangle
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in the mechanism of Chaos Game Theory, repeat for 50,006 tiamel extract some parameters that are
unique for each iris.

The authors believe that the method is robust to rotatiol@mdomputational cost. In this work there
is not comparison with existing methods.

2.3.3. Gaussian Filter
Laplacian of Gaussian

For the process of feature extraction, Wilde$[36], perfinisotropic band-pass decomposition using
Laplacian of Gaussian (LoG) filters defined ad Eh.18:

1 p2  ~2/9n2
G=——(1———)e /> 5
.,.[04( 20.2) ’ ( )
where,o is the standard deviation of the Gaussian pnd de radial distance of a point from the filter's
center, respectively. The result of decomposition is a&eiph pyramid of four levels.
The essence of feature extraction in Wilde's algorithm[@@k used to capture the range of spatial
structures using two-dimensional band-pass decompwsitibere every level encompassed two steps[37]:

1. Low pass filtering of the iris and down-sampling by a fa@an the horizontal and vertical directions.
2. Starting from the smallest image, it is expanded by a fa@&i@p-sampling with linear interpolation)
and subtracted from the one which is one level below.

With this expansion, four band-pass iris images were aeduand used as the biometric template.
Matching was performed using a shift, scale and rotate ndelbgy which given a pixel at the template
image seeks to establish a match with any pixel of the inpagef37].

Lu and Lu[38] designed a bank of LoG filters with different lssa(they chosen four scales with
t=1,4,9,16). They compared each sample point of filtered images to its @igighbors in the current
scale and nine neighbors in the scale above and below. Itested only if it is larger than all of these
neighbors.

Chou, Shih et al.[39] used two filters derived of LoG. The fdtare then convolved with images to
get filtered images. If the filtered images have intensitytgethan 0 it is likely that there is a ridge at that
location[37]. The method work well when the iris image is@iced angles off-axis.

Ordinal Measures
Ordinal Measures (OIVE}:ome from a simple and straightforward concept that we afsen For example,
we can easily rank or order the heights or weights of two pexsbut it is hard to tell their precise
differences. This kind of qualitative measurement, whighdlated to the relative ordering of several
guantities, is defined as ONIs[40].

The idea of OMs for iris recognition, proposed by Sun and dlj,[comes from their two previous
works: local ordinal measures and nonlocal ordinal measure

= In Local Ordinal Measurg[41], the richness of inter-regharp intensity variations provides a good
source of OMs for class model construction. They definedsbbirection estimation (RDE), to esti-
mate the local dominant direction of gradient, and to endoda image relationships.

5 It was decided include OMs in this session due to the pastidilter used by the authors for your implementation.
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= In Non-local Comparisons[42], they analyzed that existirsyecognition methods only used the local
relative relationships, ignoring the rich ordinal infortioa between the long-distance regions. Long-
distance comparisons are more tolerant to common imagedigipns than purely local ones. They
defined "Dissociated Multi-Pole”, extensions of Balas amth&[43] work, to encode the non-local
image relationships.

Sun and Tan[40] defined multilobe differential filters (MLE)Fo compute OMs with flexible intralobe
and interlobe parameters such as location, scale, ori@mtaind distance. Mathematically, the MLDFs are
given as follows when Gaussian kernel is employed as the st Ed.6:

—(X = pi)? v o1 — (X — pnj)?

Np 1
MLDF =C ex — ex

I (6)

where the variableg andd denote the central position and the scale of a 2D Gaussian fiéispectively;

Np the number of positive lobes; aiN} the number of negative lobes. Constant coeffici€itandC, are
used to ensure zero sum of the MLDF, i. €EgN p=CnNn The most compelling feature of MLDF com-
pared with traditional differential filters is that it dequas the settings of intralobe (scale) and interlobe
(distance) parameters. So, multilobe differential filiesia be used to encode OMs of both connected and
dissociated image regions|40].

The procedure of iris feature using MLDF is as follows: An MEDperator slides across the whole
normalized iris image and each ordinal comparison is erttadene bit, i. e., 1 or 0 according to the sign
of the filtering result. All of the binary iris codes constigua composite feature of the input iris image,
namely, ordinal code (OC)[40].

A large pool of regional ordinal features is therefore gatest. Definitely, this feature pool must
contain much redundant information because of the redwydaetween different ordinal filters as well
as that between different subregions. To attack this pabBEmofeng, Zhenan et al. [44], developed a
Similarity Oriented Boosting (SOBoost) algorithm to train efficient and stable classifier with a small
set of features. Wang, Sun et al.[[45] proposed algorithredas linear programming, which can learn a
compact and effective ordinal feature set for iris recagnifan improve the previous works.

2.3.4. lIris Color Texture Features

Zhang, Sun et al.[3] introduced a novel iris color represon method named as iris color Texton, wich
combines a pixel value iIRGB HIS andia[46] color spaces as color feature and represents iris isnage
by Texton voting method. Thex[3 color space is less used, one important property of thisr sgace is
that it can minimize the correlation between channels.

They combine values of a pixel in tiRGBHIS andiaf3 color spaces in series as color feature (9-D
vector[r,g,b,h,s,1,a, ] these values are normalized iri@1]). They divide a normalized image into three
parts along vertical direction and extract color featuresnfeach part respectively. Then connect these
feature to form final feature vector. First, several cluatgcenters are learned by K-means from each iris
image as Major colors, which constitute the training feafowol. Last, a simple vocabulary optimization
is done: abandoning Textons near maximum value correspgridispecular spots; abandoning Textons
near to zero corresponding to shadow sed Fig.4.
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Fig. 4. lllustration of the iris color Texton vocabulary learningoposed by Zhang, Sun et &l.[3].

2.4. Frequencies Methods

2.4.1. Gabor Filter

The Gabor filter was originally introduced by Dennis Gab@f[45abor filters are bandpass filters which
are used in image processing for feature extraction andreesnalysis.

Gabor filters are able to provide optimum conjoint represtem of a signal in space and spatial fre-
quency. A Gabor filter is constructed by modulating a singfe wave with a Gaussian. This is able to
provide the optimum conjoint localization in both space é&mdjuency, since a sine wave is perfectly
localized in frequency, but not localized in space. Modatabf the sine with a Gaussian provides local-
ization in space, though with loss of localization in fregoge Decomposition of a signal is accomplished
using a quadrature pair of Gabor filters, with a real part i§ipelcby a cosine modulated by a Gaussian,
and an imaginary part specified by a sine modulated by a GausEhe real and imaginary filters are also
known as the even symmetric and odd symmetric componergsacigly.

The center frequency of the filter is specified by the frequari¢he sine/cosine wave, and the band-
width of the filter is specified by the width of the Gausdiar}[48

2D Gabor Filter

A two-dimensional (2D) even Gabor filter can be representetthd following equation EQl7 in the spatial
domain:

1 %2 )/2
G(x,Y,0,f) = exp{—é[o—)z(, + %]}Cos(zmx’) ,
X = xcosf+ysind |
y = ycosd — xsin@ , @)

wheref is the frequency of the sinusoidal plane wave along angbkadirectiond from thex- axis, oy
andoy are the spatial constants of the Gaussian envelope al@gly axes respectively.

Daugman used a 2D version of Gabor filters[6] in order to eadnd pattern data. A 2D Gabor filter
over the an image domaiw,y) is represented by Hd.8:

G(x7y) - e—T[[(X—Xo)Z/a2+(y—yo)2]/BZe—2ru'[po(x—xo)+uo(y_yo)] 7 (®)
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where (xo,Yo) specify position in the imagda,3) specify the width and length, angly,vo) specify
modulation ( this parameters allow the filter to be tuned tdi@aar directions of pace and frequency
modulation), which has spatial frequensy = /3 + v3 and directiorfy = arctar(32).

Yu, Zhang et all[49] used multi-channel 2-D Gabor filters b tgxture information in various direc-
tions and different scales. Each 2-D Gabor filter has an syamnetrical real part and an odd-symmetrical
imaginary part. They set four different values fbr0°%,45°,90°, and 138. In order to extract texture in-
formation in different scales, the wavelength is set to foiscrete values: 8,16,32, so that there are
4x 4 =16 channels, 1& 2 (even and oddj 32 filters. In every filtered sub-image, they extract the {zoin
that represent the local texture most effectively in eacdmakl. The barycenter of these points in each
channel is called the key point and a group of key points ateiméd. Then, the distance between the
center of key points of each sub-image and every key poirdliect relative distance, which is regarded
as the iris feature vector[50].

Qiu, Sun et all[51] learned a small finite vocabulary of mistauctures that they called Iris-Textons,
to represent visual primitives of iris images. To get the-fextons the authors apply 2D Gabor filter (40
even) as filtering. Then they used Iris-Texton histograntafuure the difference between iris textures. Fi-
nally, all images are classified into two ethnic categoresan and non-Asian, through a trained Support
Vector Machine(SVM).

Al-Qunaieer[52] investigated the use of colors in the psscef iris identification. He derived 2D
Gabor filter to the Quaternion Gabor filter Elg.9 by multiplyithe unit quaterniop with the real part of
the filter as:

Gxy) = H———exp{— 5[ + L]} cos{2m(ux-+ )} ©)

X

1Y
21040y Z

The Gabor filter can be defined as a pure quaternion where liis component and pointing to a
particular direction in the 3D color space. A unit quatemjo, pointing to an interesting direction in the
3D color space, is multiplied with the previously defined Gfiiter in order to get the Quaternion Gabor
Filter. The experiments show that the Quaternions can usetkssfully to represent the color image of
irs.

In Wang et al[[58] the authors extract global and local texinformation based on 2D Gabor filtérs[54]
at different orientations. The filters is applied in wholes image normalized (global) and is applied in
overlapping patches MN (local) in which was divided the normalized iris. They ugethboost to select
and combine the most discriminative features from featateThis method obtained the second place in
NICE.II.

Log-Gabor Filter

Log-Gabor filters were proposed by Field in 1987[55]. The 2iyiGabor filters Ef.10 are constructed in
the polar coordinate system of frequency domain. They oatylie numerically constructed in the spatial
domain via the inverse Fourier transform:

log(&) —(8—8p)2
(ALJO ( o) (10)
o

G(oo,e):exp{;log( )}exp{ T |

whereuwy represents the center frequency of the filkedetermines the bandwidth of the filter in the radial
direction; 8y represents the orientation angle of the filt€rjs a scaling factor ané8 the orientation
spacing between the filters.
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As EqL10 shows, Log-Gabor filters have Gaussian transfetifums when viewed on the logarithmic
linear frequency scale. Compared with Gabor filters, Lodp@sdilters have two important characteristics.
Firstly, Log-Gabor filters, by definition, always have no &it Component(DC). Secondly, the transfer
function of the Log-Gabor filters has an extended tail at flgh frequency end[55].

One of advantages of Log-Gabor filters is that they are Btietndpass filters. So no DC components
will pass the filters. Therefore the background brightnesisnwt affect the extraction of the pure phase
information of iris texture[56].

Peng, Li et al[[56] changed the frequency expression of 25-Gabor filters Eq.J1 and construct it
in the Cartesian coordinate system of frequency domain:

2 —V2
yexp(5 5} (11)

U1
G(u,v) = exp| ZIIZQ(”;(J)
a(g)
whereu; = ucog0) +vsin(0),v; = —usin(B) +vcog0), 0 is the orientation of the 2D Log-Gabor filter,
Up is the center frequency, determines the bandwidth of the filter in thgdirection, ando, determines
the bandwidth of the filter in the direction.

Seif, Zewalil et al[[57] used Bank of Log-Gabor filters at fiviéedtent scales and four different orienta-
tions. The filters parameters are chosen to get even covefdlge spectrum. They calculated the average
absolute deviation of gray values in the response of eaeh éifid generated feature vector of length 320
entries.

Ng,Tay et all[4] used 1D Log Gabor filter to extract the freagyeinformation which represents the
iris textures. They divided the normalized iris image iretheondZ;,Z, andZ3), see Fid.b. It is observed
that the inner zon&; contains the finest iris texture and extracted using Log Ghlber with high center
frequencywy. The middle zon&, with larger block of texture is processed using filter wittoaér center
frequency. A coarsest filter with lowest center frequenaysied to capture the flattest texture in the outer
zoneZs.

Fig. 5. The three zone in which the normalized iris image is dividezbpsed by Ng,Tay et &l[[4].

Farouk and Elhadi[58] used 1D log-Gabor filter to extract kedued template for the normalized
iris. Each row of the iris image, in the log-polar coordirgtis first transformed to the frequency domain
using Fast Fourier Transform (FFT). This frequency domaim signal is then filtered with the 1D log-
Gabor filter (i.e. multiplied with the 1D log-Gabor filter ihe frequency domain). The filtered row signal
is transferred back to the spatial domain via Inverse Fasti€ioTransform (IFFT). The spatial domain
signal is then transferred to a filtered image in the spatieain, and hence the biometric code (template)
is obtained from the filtered image.

In Bastos, Tsang et al.[59], its presents an analysis of ahanpeters used to construct 2D log-Gabor
filters to encode iris patterns. They encoded the iris padtektracting only phase information, projecting
the filtered phasor over the complex plane formed by the filtethis process two bits per projection are
acquired, resulting in a template with 9600 Ki&l0x 20x 2). An equal number of bits are assigned to
the noise mask, which mark areas such as eyelids, eyelastw@gsions and reflections are detected at
segmentation stage.
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Other Gabor Filter
Jeong, Park et dl.[60] proposed the Adaptive Gabor Filtdi Ethat can be defined as follows:

ox)2

G(x) = Ae ] (cog2no(x— x0)])), ZN. NG(X) = O(-DC=0) , (12)

where A represents the amplitude of the Gabor fil@&fx), and o and py are the kernel size and the
frequency of Gabor filter, respectively is the displacement amount of the Gabor filté\. i8 the Gabor
filter coefficient. To make iris code generation is not aiéelchy the image brightness of iris texture, they
set the DC component to be 0).

Another algorithm Ma, Tan et &l.[61] and Li, Yunhong et/&@]@&horter version of this method) is
based on a bank of spatial filters. They define new spatiatditte capture local details of the iris. The
difference between Gabor filter and the defined filter lieb@rhodulating sinusoidal function. The former
is modulated by an oriented sinusoidal function, whereaddtier by a circularly symmetric sinusoidal
function. Their kernels are given as follows [E4.13 :

1 2
= mexp[—é[g—% + é]
Ml(xvyv f) = CquT[f( \% X2 +y2)]7
Ma(x,y, f) = cog2rmtf (xcosB +ysind)] , (13)

G(xy, f) Mj(x,y, f);j=1,2.

whereM;(x,y, f) denotes the modulating functiolt; andM, are the modulating function of the defined
filter and Gabor filter, respectivelyf, is the frequency of the sinusoidal functial; anddy are the space
constants of the Gaussian envelope alongxthady axis, respectively; anél denotes the orientation of
Gabor filter.

2.4.2. Wavelet Transform

The first wavelet transform was the Haar wavelet, proposeditat®10. But the concept of wavelet was
not popular until 1981 with the proposal of Jean Morlet. Afteat, the development of wavelet became
flourishing. In the 1980s, there are lots of studies aboutledysuch as Daubechiess systematical method
to constructs the compact support orthogonal wavelet, éspgh8nen Mallat and Meyersmulti-resolution
concept. However, the complexity of wavelet was still toanpbex for computation until 1989 when
Mallat proposed the fast wavelet transfdrmi[63].

The fundamental idea behind wavelets is to analyze the Ismndifferent scales or resolutions.
Wavelets are a class of functions used to localize a giverabig both space and scaling domains[64]. A
family of wavelets can be constructed from a mother wav#l&tvelets mean small waves that segment
data into different frequency components and transfer eaatthed component with different resolu-
tion to its scale. The main idea of wavelet analysis is to s#k boarse and detailed data without heavy
computational cost. The goal of most modern wavelet rebearis to create a set of basic functions and
transform them in order to give information|64].

Most standard wavelets, [Eql14, are based on one waveldidoni’(x), which has some special
properties. The wavelet function have oscillation progertathematically expressed by an integration to

zero given by[65]:

+oo
/ W(x)dx=0. (14)

—00
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Zhu, Tan et al.[66] described an algorithm which uses mehmesand standard deviations of multiple
2D-wavelet subbands as features. A pyramidal wavelet sigboh (using the standard D4 wavelet) is
performed on iris textures, which are obtained from a polapping of the region between the pupil circle
and outer iris circle, as was described by Daugman. Theriesaf the resulting subbands are extracted
by computing mean value and standard deviation for eachasubhbn this way from each iris picture a
feature vector is obtained containing a number of outingpedlues, one mean value and one standard
deviation for each subband.

In the proposal of Ma, Tan et al.[67], the main idea is extshetrp variations of intensity signals. The
normalized iris texture is divided into stripes to obtainoh@-dimensional signals, each one averaged from
the pixels of 5 adjacent rows (only the upper B rows are analyzed). Subsequently, a 1-D wavelet
transform is applied to each of the ten 1-D intensity signBlstected minima and maxima from two
specific subbands serve as features where sequences of Qs arelassigned to the iris-code until new
maxima or minima are found. This whole process is appliesvtbdubbands extracting a total number of
2x512x 10= 10,240 bits[34].

Xiaofu and Pengfei[68] presented an iris feature extractiethod by using two dimensional Com-
plex Wavelet Transform (2D-CWT). The proposed scheme dfifeaextraction used the multi-level co-
efficients of decomposition parts of normalized iris imagg 2D-CWT. The proposal is implemented
using a dual-tree structure[69] and combined this techmigith 2D Dual Tree Rotated Complex Wavelet
Transform (RCWT). This method provides features in 12 diioes against 3 and 6 directions in DWT and
2D-CWT respectively. Iris features are obtained by conmguéinergies and standard deviation of detailed
coefficients in 12 directions per stage, at 3 levels of deamsitipn.

A region-based feature extraction method based on 2D-&saavelet Transform was proposed by
Tajbakhsh Misaghian et al.[70]. The normalized iris imagdivided in to 3% 32 pixel blocks with 50%
overlap in both directions and then the 2D wavelet decontiposis performed one very block. Through
an optimization process on the training set, six waveleffiooents with the most discriminating power
less affected by the degradation factors are selected.

Chen and Ch[71] used one dimensional circular ring to sspreiris features. First, iris images are
segmented and projected onto 1-D signals by the verticgégion. Then, the 1-D signal features are
extracted by the 1-D wavelet transform.

In Harjoko Hartati et all[72], they used one dimensional @lat/transformation. First, the iris area is
converted into 1D form by dividing the iris area intex5 pixel blocks. Then, the mean intensity of each
block is calculated in a left to right and top to bottom fornach signal is transformed using%order
Coiflet wavelet transformation with four decompositiondksy In each decomposition level, the wavelet
transformation divides the signal into approximation sigrand detail coefficients. In this method, ti{ 4
level approximation coefficients are used to representribeTio reduce the code size and the similarity
measurement process, all coefficients are stored in infeger

Pschernig[50] implemented two iris recognition algorityniZhu et al. algorithm[66] and Ma et al.
algorithm[61], which used wavelets for feature extractiorthe new version of the algorithms, the wavelet
parameters are used as a key when matching a new iris cod®rtbet key is needed for feature extraction
in order to authenticate positively.

Nasare, Hase et al.[73] used complex wavelet and calcutiffedent coefficient vectors. Complex
wavelets transforms used complex valued filtering that ohgases the real/complex signals into real and
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imaginary parts in transform domain. Particularity complieequency B-spline wavelet is used for iris
feature extraction. A complex frequency B-spline wavedatefined by EG.15 :

W(x) = /i (sinc(%")) meszex . (15)

Sachane and Jain[74] investigated the use of wavelet macam@onents as a multi-resolution tech-
nique alternative for iris feature extraction. The progbaggorithm at each scakdecomposes the nor-
malized iris image (x,y) into 1 (x,y,s), W, (Xx,y,s) andW(x,y,s). At each scalg(s=0tos= S—1), where
Sis the number of scales or decomposition imagey) is smoothed by a low-pass filter EqL16 .

I (X7 y,S+ 1) = I (X7 yv S) * (HS> HS)) . (16)
The horizontal and vertical details are obtained respelgtivy Eq.17 .

1
Vh(x,y.8) = 5=1(xY.8) * (Gs,D) ,
1
V\A/(X,y, S) = )\_l (Xaya S) * (D7GS) ) (17)

whereD is the Dirac filter whose impulse response is equal to 1 at Masterwise. Thé\« (H,L) is the
separable convolution of the rows and columns, respegtieéimageA with the 1-D filtersH andL.Gg
andHgs are the discrete filters obtained by appendifig-2 zeros between consecutive coefficient$of
andG. A is the wavelet modulus maxima of a step edge do not have the aamplitude at all scales as
they should in a continuous model. The constagtsompensate for this discrete effect.

Zero Crossings of the 1D Wavelet

The method developed by Boles and Boastash[75] represattads of the iris at different resolution
levels based on the wavelet transform zero-crossing. Thisenwavelet is defined as the second derivative
of a smoothing functio®(x). The zero crossings of dyadic scales of these filters areubed to encode
features. The wavelet transform of a sigfék) at scales and positionx is given by EQ.IB :

Wof () = f # (gzdze(x)) (X)

dx2
d2
:szw(f*es)(x), (18)
where,
Bs = (1/9)8(x/s) , (19)

Wsf (X) is proportional to the second derivative bfx) smoothed byds(x) and the zero crossings of the
transform correspond to points of inflectionfir B5(x).

Martin-Roche, Sanchez-Avila et al.[76] and Sanchez-Asital Sanchez-Reillo[77] presented an ap-
proach similar to that of Boles and Boashash. They encodé&ithgexture by considering a set of 1D
signals from annular regions of the iris, taking a dyadic &l@wtransform of each signal, and finding
zero-crossings[16].

Hoyle, Feitosa et al.[78] presented an extension to Bolethou that it less sensitive to occlusion than
its original formulation. The basic idea consists in resitng the computation of dissimilarity to the values
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of the wavelet transforms not influenced by occlusion. Beeahe wavelet transform is a neighborhood
operation, that is affected by the occlusion of a range eltgrnbeyond the pixels directly under occlusion.
It includes the occluded pixels themselves and the pixétg lin a neighborhood of sizer, wherew is
the width of the wavelet kernel. The wavelet used was takem fthe Gaussian derivatives family, first
derivative of the Gaussian probability density function.

Haar Wavelets Filter

Haar wavelet transform is the simplest wavelet used to exteatures from the iris region. Haar wavelet
function W(x) and its scaling functio(t) are defined as Hq.PO [79]:

1 Si 0<t<1/2
YPit)=< -1 Si 1/2<t<1 (20)
0 otherwise.

The Haar wavelets can capture sharp discontinuities infhtad gray-level texture by repeated ap-
plication of following low-pasgg) and high-passgh) filters Eq(21 :

1 1
g ﬁ[l 1.h 73

The above filters are separately applied to the rows and c@whthe iris images resulting in four
channel filter bank with channels low lofL), low high (LH), high low (HL), and high high(HH)
corresponding to filterg! g, @' « h, ht x g, andh! x h respectively. The recursive application of this decom-
position is used to construct higher level decompositi@h[8

Kwanyong, Shinyoung et &l.[81] extracted features usimgftlir-level Haar wavelet decomposition.
The diagonal coefficients of the fourth level were employedlitain 4< 32 real values. In addition to these
128 values, the average of diagonal coefficients from the §esond and third level decomposition were
also employed. Each of those 131 (3 + 128) values were qeantizbinary values by simply converting
the positive values to 1 and negative values to 0. Theretbesfeature vector for any iris constituted of
only 131 bits[80].

In Daouk, El-Esber et al.[82], the enhanced images are degsed into 5 levels by the Haar wavelets.
Next the vertical, horizontal and diagonal coefficients'Bfahd 3" level were employed. The coefficients
of 151, 2"d and 39 level were almost the same as those of tfidetel and therefore the smallest of them
(4" level coefficients) were employed and the rest were igndFbd.53" level decomposition offered the
most discriminative information and therefore all the ¢ioafnts from this decomposition were employed.
The phase encoding from the zero crossings of the coeffscfenined the binary values of the feature
vector. The size of this feature vector was 3 times the siZeatfires of ' level (4x32) plus 3 times the
features of ' level (2x 16), therefore in total the size of feature vector was 43€§[&.

In Tze Weng, Thien Lang et dl.[83], they proposed an iris gadon system used a basic and fast
Haar wavelet decomposition method. First the iris imagedreshis enhanced using histogram to enable a
better extraction of pattern by transforming the valuesiiméensity image. After histogram equalization,
iris region is then decomposed using Haar decompositioo tquir levels, only chosen to take the fourth
level to reduce the code length (348 coefficients). Thesebeusnare then converted to binary iris code
converting positive coefficients to 1 and negative coeffitseo 0.

In Panganiban, Linsangan et al.[84], the authors used ettrahsform to extract the discriminating
information in an iris pattern. They experimented with twother wavelets, Haar and Biorthogonal.
The image was decomposed using the wavelets at N levelsewlhisrthe maximum level. The wavelet
transform breaks an image down into four sub-samples oresathe results consist of one image that

1 —1. (21)
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has been high-pass filtered in the horizontal and vertigalctions, one that has been low-pass filtered
in the vertical and high-pass filtered in the horizontal, afiter that has been low-pass filtered in both
directions. The experiment showed that Haar wavelet deosetbat Level 4 obtained the best results.

Birgale and Kokare[85] proposed the use of texture and dofdris recognition systems and reduced
feature vector size of justxd3. Pre-designed masks are used to filter out each eye imagee Tvels
wavelet decomposition is used for every filtered image t@iobtexture content of an iris. They have
used Haar wavelet coefficients giving comparatively goadilis. Histograms are used for color content
extraction from an iris. Masks are used to avoid normalirastep.

In Narote, Narote et al.[86], they used different mothereleir Haar, Daubechies, Coiflet, Symlet and
Biorthogonal. They composed the normalized image usinglaléfel decomposition. In order to create
the feature vector they tried different combinations of HMdl 5 (HH5), HL level 5 (HL5), and LH level
5 (LH5). The results obtained from different combinations @mpared to find the best result. The binary
feature vector is generated by quantizing the feature vextitained by different combinations of HH5,
HL5 and LH5. The binary feature vector is encoded by usinglevel quantization.

Kekre, Sudeepet &l[[5] presented a novel Haarlet Pyransiddiis recognition using the image fea-
ture set extracted from Haar Wavelets at various levels obriposition. The procedure of generating
Haarlets is shown in Figl.6.

Read Image (with size NxN) and Haarlets level ‘p’

v

Apply Haar T of size NxN on the image to get Haar transformed image with A
approximation, horizontal vertical and diagonal components
v
Replace horizontal, vertical and diagonal components with zero to get modified
Haar transformed image
vy
Apply inverse Haar transform on the modified Haar transformed image to get h’'wl
v
Down sample the h’'wl by taking alternate rows and columns to get image with
size N=N/2
v
Apply Haar transformed of size N/2xN/2 on down sampled image to Haarlet of
level 1
v
| p=p-1 |
v No
<= >

Yes

Stop to get Haarlet of level ‘p’

Fig. 6. Flowchart for generating Haarlets of level 'p’ proposed kskie, Sudeepet all[5].
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Here the approximate components of Haarlet level-1, Hakalel-2,....,Haarlet level-7 are obtained
for every image in the database and Haar transforms of regpsizes are applied on them, the results are
stored as feature vectors for respective image. At levekdrlét the feature vector sizeNg'2 x N/2. At
level-2 Haarlet the feature vector sizeNg4 x N/4 and so on. Thus the feature vectors for up to level-7
Haarlets are extracted and the feature vector databaseéasaged.

Wavelet Packets
Wavelet packets may be described by the collection of fansfW; (x)|j € Z*} obtained from Ed._22:

p

m
2P%lVV2n+l(2p71X_ 1) = nglezgwn(sz_ m), (22)
m

wherep is a scale index, is a translation indexX\\p(x) = @(x),Wi(x) = W(x),®(X) is a scaling function
andy(x) is a basic wavelet. The discrete filtdisandgy are quadrature mirror filtefs[87].

Wavelet packet analysis is an extension of the DWT and itstaunt that the DWT is only one of
the much possible decomposition that could be performedersignal[64]. The advantage of wavelet
packet analysis is that it is possible to combine the diffetevels of decomposition in order to achieve
the optimum time-frequency representation of the orig@&il

Rydgren, Thomas et dl.[B9] used wavelet packet analysibgddatures extraction part of an iris
recognition system. An energy measure is used to identgfyp#rticular packet that carries discriminating
information about the iris texture. They used 3-level wavphcket decomposition that generates 64 output
sub images, each representing a part of the frequency plane.

In Gan and Lian@[90] the authors, firstly divided iris imageoi several windows, and Wavelet Pack-
ets Decomposition (WPD) is done to them. Daubechies-4 wadglcomposition is adopted, and each
window of iris image is divided into 3 levels. In order to miiim effective information, get rid of the
redundancy and diminish the effect of noise, LL3 , HL3 , LH3L2Hand HL1-LL altogether 5 subband
images are held as the feature extraction objects. Secdhdlfarther feature extraction and compression
are applied to these sub-band images by way of Singular \dwemposition (SVD), and iris recognition
features are obtained. Finally, Weighted Euclidean DitgVED) classifier is used in recognition.

In the work of Lokhande and Bapat[91] wavelet packet decasitipn is applied to iris images using
Daubechies-2 wavelet packets filters with energy. Theygnate the energy values of each subband of the
wavelet packet decomposed iris image.

Lokhande and Vishram[92] used wavelet packet decompasitidc0 x 250 size. The normalization
of iris images is carried out up to level 3 using Haar waveléis generates 64 packet subimages each
of size 7 32. Then, an energy (E) see [Ed.23, based criterion desdnfoemation related properties for
accurate representation of texture information in paclbtismages and computed as below:

E=S S Ifxyl*. (23)
Xy

Others Wavelets Transform

Lifting wavelet transform is a technique used to construéf Dusing lifting steps. In this process, the

signal is split into odd and even samples. In the predict,stdd samples are predicted from the even
samples. In the update step, even samples are updated feompilt even samples and updated odd



20 Yasser Chacon-Cabrera, José Luis Gil-RodriguezEaindrdo Garea-Llano

samples[79]. Patil and Patilkulkardni[93] used Liftingwstet Transform to extracts the important features
from the iris image. They followed three steps to decompag®ag that is, Split, Predict and Update:

1. Split: In this step, the original signgh] is split into two subsets which do not overlap with each ather
sgn| (even sequence) asdn] (odd sequence), that is:

Se[n] = s[2n],
SN =9s2n+1]. (24)

2. Predict: If the original signal is locally coherent, théosetssen] andsdn] are also coherent, so one
subset can be predicted by another. Commonly we use evearsagto predict odd sequence:

d[n] = so[n| — P(sg)[n] , (25)
whereP is the predict operator and reflects the degree of correlatialata.P(se)[n] implies that the

value ofd[n] can be predicted by the value s¥n|.
3. Updatecin| is the approach signal which has been decomposed. One ohfioetant features is that

its average value should be equal to the average value ahakigignals[n]. So we can use detail
subset[n] to update the signaen], expressed byg[n]:

c[n] = sen] +U (d)[n] . (26)

Rampally[79] also used the same tecnique explain abovensticat DWT. In this process, the signal
is split into odd and even samples. In the predict step, oniphkes are predicted from the even samples. In
the update step, even samples are updated from the inpusaugules and updated odd samples. In this
method the iris template has been divided intex20 blocks and Lifting Wavelet transform is applied to
each block. Each block is divided into 4 sub bands denotedlhy H, HL, and HH.

Zhonghua and Bibb[94] used one dimension Morlet wavele@tsfarm row by row to the iris image
in the effective iris area, gets a series of wavelet transfi@al coefficients of different scales and gets the
distribution figure of these coefficients of different ssale

Khalighi, Tirdad et al[95] proposed new scale, shift andtion invariant feature extraction method
for iris recognition in non-subsampled contourlet transfaomain (NSCT). In contourlet transform, the
Laplacian Pyramid (LP) is first used to capture point discwities, and then followed by a Direction-
al Filter Bank (DFB) to link point discontinuities into liae structures. The overall result is an image
expansion using basic elements like contour segmentshasctalled contourlet transform, which is im-
plemented by a Pyramidal Directional Filter Bank. The LPaheposition at each level generates a down
sampled low pass version of the original image, and therdiffee between the original image and the
prediction results in a bandpass image. Due to down-samplindup-sampling presented in both LP
and DFB, contourlet transform is not shift-invariant. Th8QIT is built upon non-subsampled pyramids
and non-subsampled directional filter bank (NSDFB); thug a fully shift-invariant, multi-scale, and
multi-direction image decomposition that has a fast imgetation.

2.5. Discrete Cosine Transform
The Discrete Cosine Transform (DCT) is a real valued transfevhich calculates a truncated Chebyﬁwev
series possessing well-known mini max properties and campkemented using the Discrete Fourier

6 Chebyshev Interpolation: An Interactive Tour in http:/Ammaa.org/publications/periodicals/loci/joma/chdims
interpolation-an-interactive-tour
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Transform (DFT). There are several variants, but the ond ommsmonly used operates on a real sequence
xn of lengthN to produce coefficient§, as follows Eq.2896]:

2 N-1 2n+1
= — <k<N-—
Cxk Nw(k)n;)xncos( N TK),0<k<N-1, (27)
and N1
_ 2n+1
= k)C TK).O<k<N-1 28
where
V2sik=0

w(k) =
Isix<1l<k<N-1.

Alim and Sharkas[97] try four different methods: a Gaborgghaoefficients, an histogram of phase
coefficients, a four- and six-level decomposition of the Bethies wavelet and a discrete cosine transform
(DCT). The output of each feature extraction method is theeduo train a neural network. The best
performance, at 96 % recognition, was found with the DCT anéwal network with 50 input neurons
and 10 hidden neurons[16].

In Monro, Rakshit et al.[98] they started from a general dapa where feature vectors will be derived
from the zero crossings of the differences between 1D DCTicmnts calculated in rectangular image
patches. Averaging across the width of these patches witoppate windowing helps to smooth the data
and mitigate the effects of noise and other image artifdtthen enables us to use a 1D DCT to code
each patch along its length, giving low-computational co$te selection of the values for the various
parameters was done by extensive experimentation overAl®/Cand Bath databases to obtain the best
predicted Equal Error Rate (EER). The two data sets wereinghdir entirety to optimize the parameters
of the method.

Dhavale[99] proposed a new iris feature extraction teamlopsed on the statistical properties of DCT
domain. The main steps of this proposal are:

1. DWT is applied on the previous segmented and normalizedeigion to get approximation and detail
coefficients. Haar wavelet is used as the mother waveletZDhBWT leads to a decomposition of
approximation coefficients at levglin four components: the approximation at leye} 1, and the
details in three orientations (horizontal, vertical, aiebdnal).

2. Both subbands are first segmented into non-overlappiBgn8r-overlapping blocks. Apply DCT to
each of the &8 block of both subbands. The energy-compaction charatiteriof DCT in both sub-
bands are used further to capture iris texture variations.

3. Calculate the energy of eackk8 DCT block for both the subbands as[Eq.29:

1 Ng—1 )
HE = — DH
= N i; [[DH|

VE = iNkz_:HkaHZ, (29)
N 2

where HEy is energy ok, DCT block of Horizontal detail wavlet subbandE is energy ok, DCT
block of Vertical detail wavlet subband aij = 64 is total number of DCT coefficients in each block
vector.
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4. Form binary image template using both subband energynrgeotpresenting iris texture variations
using the following criteria. For & block, if HE is greater thav Ex then set all pixels of corre-
sponding & 8 block of binary template as 255 i.e. all white pixels. Elseal pixels of corresponding
8x 8 block binary template as 0 i.e. all black pixels.

Form final binary bit stream/unique code B correspondingbiove binary iris image template.
Further to increase the security of the system, the abimabbit stream B is first encrypted using

the user key.

o u

In Mehrotra, Srinivas et al.[100] the features are extidtem the preprocessed image using multi-
resolution DCT. The input iris strip is divided into non-olapping 8x<8 pixel blocks which are trans-
formed to generate DCT coefficients. Each block of the coeppiCT coefficients has to be reordered
to form subbands like 3 level wavelet decomposition. Thelblof size 88 is reordered to transform
coefficients into multi-resolution form. After reorderiradl the DCT blocks, the coefficients from each
block belonging to a particular subband are grouped togdimergy of each subbandis obtained by sum-
ming up the square of coefficients. The reason behind usotktidased DCT approach is that it extracts
local texture details of an image. It has been observed thhi-resolution decomposition provides useful
discrimination between texture

2.6. Combined Method

2.6.1. Log Gabor-Wavelet
Masek[48] convolved the normalized iris pattern with 1D k@gbor wavelets. The 2D normalized pattern
is broken up into a number of 1D signals, and then these 12kigme convolved with 1D Gabor wavelets.
The rows of the 2D normalized pattern are taken as the 1D Isigaeh row corresponds to a circular ring
on the iris region. The angular direction is taken rathen i radial one, which corresponds to columns
of the normalized pattern, since maximum independencersdcthe angular direction.
Popescu-Bodorin and Balas[101] designed a faster and esimatiant of the encoder designed orig-
inally by Masek. Their version is a single-scale one dimemali Log-Gabor filter. Each line of the un-
wrapped normalized iris segment situated in the angulaction is convolved with 1-D Log-Gabor
Wavelet Eq[3D:

G(f) = exg— (30)

log?(§)
wherefg ando represent the center frequency and the bandwidth of the fiter to the Log-Gabor filter
they don't make any enhancement of the iris texture.
Patil, Kolhe et al.[[1R] constructed filters in the frequemimymain using a polar co-ordinate system.
On the linear frequency scale, log-Gabor has a transfetiumof the form Eq.3M1:

~(og(15))2
g(f) _ e2(|09(%))2 ’ (31)
wherefy is the centre frequency of filter amdis the bandwidth of filter.
If 1(x,y) denoted the image antl® andW_? denote the even symmetric (cosine) and odd-symmetric
(sine) wavelets at a scafe we can think of the responses of each quadrature pair afsfite forming a
response vector EQ. 134,

[en(x,y),0n(x,y)] = [1(X.y) * W, 1 (X,y) =Wy . (32)
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The amplitude of the transform at a given wavelet scale isrglwy

AN(xy) = \/ en(x,y)?+on(x,y)?, (33)
and the phase is given by

on = atan2enx,y),on(x,y)) , (34)
whereAn(x,y) is the amplitude angn is the phase of the angle. During the phase extraction,ithienage
is divided intom by n blocks. Consequently, information in each block is encadéml 2-bit codes. Thus
the phase information in each block is described by 2-biesaahd totally 2 m x n bits to describe the
whole iris.

Anand, Tiwari et al.[[102] proposed the use of log polar foifh[®@ Gabor wavelet for iris texture tem-
plate. Like Gabor wavelets, log polar Gabor filters are baseplolar coordinates but unlike the frequency
dependence on a linear graduation, the dependency isagdlyza logarithmic frequency scale.

Peng-Fei De-Sheng et &l. [103] described a system that erfmmiti global and local texture informa-
tion using a log-Gabor wavelet filter. The global features iatended to be invariant to iris rotation and
small errors in localization. The local features are esalnthe normal iris codée[16].

2.6.2. 2D Gabor-Wavelet
Itis possible to represent images on a sparse self-sinaitaily of primitives with advantageous reductions
in complexity by eliminating degrees of freedom in the fgnaf 2-D Gabor elementary functions, so that
they all are dilations, rotations, and translations of eattter, with the spectral parameters of the set
distributed in a 2-D log-polar lattice. This set of elemepntlunctions can form a complete self-similar
wavelet expansion bagis[104].

If take W(x,y) to be a chosen generic 2-D Gabor Wavelet, then can genematethis number, a
complete self-similar family of 2-D wavelet through the étion Eq[35:

Wmpep(x.y) = 27 "MW(XY) | (35)
where the substituted variab{¥,y’) incorporate dilations of the wavelet in size by ®), translations in
position(p,q), and rotations through ang@eEq[36:

X =2 M[xcog0) +ysin(B)] — p,
y =2 Mycog0) — xsin(6)] — q. (36)

Daugman exploited this self-similarity properties of 2Db@a filters in analyzing textures across
multiple scales to construct identification codes[6]. Tlaérgd real and imaginary parts of 2D Gabor
wavelets can be used to construct a phase demodulation k@feo(le), see Fid.]7. The angle of each
phasor is quantized to one of the four quadrants when a giveendd the iris is projected onto complex-
valued 2D Gabor wavelets [EQI37. This process is repeateatiabs the iris with many wavelet sizes,
frequencies, and orientations to extract 2048/bits[105].

h(Reim) = SNGreim) /p /(p | (p, @)e (oD~ (ro—p)*/a* g~ (B0=0*/F oindiqp (37)

Nabti and Bouridang[7] combined multi-resolution iris i@ extraction scheme by analyzing the
iris, using first wavelet maxima components and then apglgirspecial Gabor filter bank to extract all
dominant features. Their method includes the followingste
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[0,0] | [1,0]

Fig. 7. Phase demodulation code proposed by Daugman[6].

1. Compute wavelet maxima components in horizontal andcaédirections using five scales.

2. For each component, special Gabor filter bank is appli¢d %viscales and 6 orientations to obtain
((4x 6) x5) x 2=120x 2 = 240 filtered image.

3. The feature vector is presented by using two differerirtiepues, the first is a statistical measure
(mean and variance) and the second technique is momenigintgaFig[8.

In the proposal of Salih and Dhandapani[l106] the normaliiedmage is divided into multiple re-
gions. Each local region is transformed in to a complex numlig 2-D Gabor filters.

The authors Gulmire and Ganorkar[107] firstly construct-timensional Gabor filter, and take it
to filter these images. After get phase information, theyecibanto 2048 bits, i. e. 256 bytes. In image
processing, a Gabor filter, named after Dennis Gabdr Ecs38limear filter used for edge.

Glpre, = exé—anoz(ln#)Zrz)/(ZIn(fosin(e—ez))z) ’ (38)

where(r,0) are the polar co-ordinates, and6g are the initial valuesf is the center frequency of the filter
and fy is the parameter which controls the bandwidth of the fitteaindt are defined as follows Ef.139:

1 In2
O Tn(ro) sin(1/8o)) \/:

_2In(rg)sin(1/6p) /In2
R 7 (39)
In Belcher and DU[108] and Du, Belcher et al. [109]; the Galvavelet is incorporated with scale-
invariant feature transformation (SIFT) for feature estian to better extract the iris features. Their

method includes the following steps:

1. Feature Subregion Maps: They divided the iris area intwea fnumber of subregions, and ensure each
region has at most one feature point. In this way, for eactufegoint, they know its subregion and
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{

Wavelet maxima components

Horizontal details (5 scales)

-

Spacial Gabor filter bank 6
orientations (4 scales)
4*6*5 = 120 filtered image

Vertical details (5 scales)

AN

Spacial Gabor filter bank 6
orientations (4 scales)
4*6*5 = 120 filtered image

240 filtered image

/\

Feature vector extracted using
statistical features (mean, variance)
2*240 feature vector elements

Feature vector extracted using
moment invariants (7) 7¥1680
feature vector elements

Fig. 8. Combined multiscale feature extraction technique diagvesposed by Nabti and Bouridane.[7].

the correlation of the subregion to other subregions. Thezewe have the global information of the
feature points for matching.

2. Feature Point Selection: They used the SIFT and DifferasfcGaussian (DoG) approach to find
potential feature points[110].

3. Feature Description: For each feature point, a featuserigion of length 64 is created based on
the normalized and Gaussian weighted position of each pothin a normalized window around a
feature point (4 x-bins and 4 y-bins) and the magnitude ard@hesponse (4 phase orientation bins).

4. Region-Based Matching: To match two iris images, the séivo 10 by 72 feature point maps are
compared and the Euclidean distance is found between eaithidgooint descriptor.

Park and Park[111] used their pervious work Jeong, Park ¢6@Jl for local and global iris texture
extraction and the Hamming Distance calculated by Gaberdilttused by the SVM. Shin, Nam et al.
[112] applied this Filter to gray, red, and green channelaftord three separate iris codes. This work
obtained four placed in NICE. Il iris biometrics competitio

2.6.3. Combination of Ordinal Features

Tan, Zhang et al.]8] proposed an integrated scheme to masdtievlight iris images in uncontrolled
situations. As shown in Fi§] 9. , it consists of image prepssing, feature extraction, matching, and multi
modal fusion. First, the original input data are preproeds® obtain the normalized iris data and eye
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data. Secondly, ordinal measures and color histogram an@uted to characterize iris data, and texton
representation and semantic label are used as eye pafiéindly, four matching scores are obtained
by different matching algorithms, namely SOBoost learrfimgordinal measures, diffusion distance for
color histogram, chi-squaré? distance for texton representation, and exclu§hRoperator(X OR) for
semantic label. Finally, a robust score level fusion stpatis applied to generate the final dissimilarity
score. This work takes first place in NICE. Il iris biometrammpetition.

Ordinal Images Image Normalized Feature Feature Dis-
& Mask Images [ | Preprocessing Images Extraction Data Matching | Fusion similarity

Texton G ‘ ‘ I x?
Histogram o | Distance
Semantic
Information

Ordinal
Measures

Eye Data
Preprocess-
ing

Fusion Score
F—>

Iris Data
Preprocess-
ing

P —————

SOBoost

Diffusion
Distance

Fig. 9. Flowchart of the proposed method Tan, Zhang €tlal.[8].

...........

............

Zhang, M., Z. Sun, et al.[113] proposed a novel deformedritsge matching method using bandpass
geometric information and lowpass Ordinal features to esklideformed iris image matching problem.
The main steps of this proposal are:

s Firstly, normalized iris image are decomposed into lowass bandpass sub-bands by nonsubsam-
pled contourlet transform[114] (first level stands for tbepass subband and the other ones represent
bandpass in 8 orientations).

» Secondly, bandpass subbands are taken to construct maxiages M(i, j) = maxDy(i, j)) where
Dy is the difference between two subbands in each directbis maxima image andi, j) is the
pixel coordinate] and extract key points [using Speed UpuRbBeatures,(SURF)] in order to align
deformed iris image.

= Thirdly, the location of key point are utilized for aligneddmal feature extraction in lowpass sub-
bands.

= Finally these two sets of features in different subbands$umsed.

The experimental result get better performance compareliorgvavelet and ordinal features.

Li, X., L. Wang, et al[115] proposed a method to off-anglie hecognition. The basic idea of they
approach is to classify off-angle iris images into multipktegories according to the orientation of eye
gaze (i.e., frontal, right, left, up and down) and then lezategory-specific ordinal features to match dis-
torted iris texture patterns. They adopt the Wang, Sun §4%].method’s to choose features for different
off-angle categories. The experimental result improvegedion performance even using simple ordinal
features.
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2.6.4. Other Proposed Methods
Balas, Motoc et al.[9] combined Haar-Hilbert with Log-Galfitter as illustrated in Fid._10.

Haar-Hilbert channel

—> | HH — | HG — S | —
Initial Fused
Iris similarity
image score
—> | H — | IG, — S, | —>

Log-Gabor channel

Fig. 10. Iris recognition based on classifier fusion and single eyelenent scenario proposed by Balas, Motoc et al.[9].

Iris image| is acquired for the current candidafeand two candidate iris codd€1 andIC2 are
generated from the imadeusing the Haar-Hilbert and Log-Gabor encoders. Then thdidate iris codes
IC1 andIC2 are matched against two binary templates stored undetarcelaimed identityE using the
Hamming distance and two similarity scor@sandS2 are computed as the results of these comparisons.

Santos and Hoyle[10] proposed a novel fusion of differaatrecognition approaches as schematized
in Fig.[11. The method was tested at the NICE. Il and perfomaamas corroborated by the obtained
third-place. They used 1-D wavelet zero-crossing, 2-D tyacvelet zero-crossing representation and
comparison maps (is own extension Santos and Proencald 1168 twidely known Daugman method) to
represent the feature iris code. The SIFT an LBP is used tesept features of the ocular region.

/FEAT. EXTRACTION\ / MATCHING \

Scale-invariant Distance-Ratio
IRIS IMAGE »| Feature Transform > Based Scheme .
l BOUNDARIES v Local Binary R Euclidian
SEGMENTATION DETECTION J 7 Patterns d Distance T
MASK
1-D Wavelet Dissimilarity Using [ DECISION
M  Zero-Crossing ®| Correlation Coefficient »| ENSAMBLE
A
IRIS & MASK 2-D Dyadic Wavelet Dissimilarity Using
NORMALIZARTION J > Zero-Crossing Correlation Coefficient [T
Comparison Spatial and
N Maps Frequency Analysis [T

Fig. 11. Methodology proposed by Santos and Hadylé[10].

Gawande, Zaveri et al. [1117] combined zero-crossing 1D \egayBole’s algorithm[118]), Euler No.
and Genetic Algorithm (GA) based for feature extractione Buler No. extracted local topological fea-
tures. For a binary image, the Euler No. is defined as therdiifee between the No. of connected compo-
nents and the No. of holes. They represented each pixel ofapped iris as an 8-bit binary vector. GA
selected the prominent features based on the outcomes fafuhé&atures selection algorithms, namely
the Entropy based approach, k-NN based method, T-statstid the SVM-REF approach. They used a
hybrid approach to obtain the most selection algorithm sufyem the different feature selection algo-



28 Yasser Chacon-Cabrera, José Luis Gil-RodriguezEaindrdo Garea-Llano

rithms. The output from these three algorithms is normédliaed their score are fused to decide whether
the user is genuine or imposter.

Feddaoui, Mahersia et al. [119] and Feddaoui, Mahersia [itZdl] proposed a novel method to extract
iris features combining Gabor filters and uniform local Ibynpatterns (ULBP) operators. The proposed
process can be summarized as follows:

1. Represent global spatial texture information by aptieeof a set of Gabor filters on iris image.

2. Compute ULBP operators in each filtered image to encodd l@riation crossing different Gabor
coefficients around a defined radius.

3. Extract the global and local signatures, first, by divigdeach obtained imageinto no overlapping
blocks having a given size, then computing statisticaluiesswithin each block to form a vector.

4. Form iris template by encoding local relationship betwemasures of vector.

In works Kumar, Raja et al.[11] ; Kumar, Raja et al. [121], D\&fiid PCA are applied on iris template
to derive iris features, and different classifiers are usednfatching. See the pseudo-code below:

= Input: Eye image.

= Output: Recognition of a person.

= Step 1. Read the eye image.

= Step 2: Iris template creation.

= Step 3: Histogram equalization on the iris template.

= Step 4: The coiflet wavelet is applied and the approximatemdds considered.
s Step 5: PCA is applied on approximation band to form feateor.

= Step 7: Form the signature of each image.

= Step 8: Perform steps 1 to 7 for test image.

= Step 9: Match/Non match decision is obtained using muligsfeers.

The PCA, known as Eigen XY analysis is applied on the appration band of DWT to reduce the
dimensionality of the image data. This technique extrdo¢snhain variations in the feature vector and
allows an accurate reconstruction of the data to be prodinoedthe extracted feature values and reduces
the amount of needed computation. PCA identifies the stheoigtariations along different directions in
the image data which involves computation of Eigen vectas@rresponding Eigen values. The Eigen
vectors with largest associated Eigen values are the pehcomponents and correspond to maximum
variation in the data set, see Higl 12.

3. Discussion

In this section some experimental results and conclusibostahe analyzed topics are discussed.

In general it can be said that statistical methods are notraeed for feature extraction in biometric
iris recognition, but the few methods found showed goodltesu

The LBP are robust to rotation[25], can be used in combinatiith other local feature detectdrs[26]
and achieve good results. Another known property is its lomgutational cost. This method presents
problems when working with eye images captured at diffeseates.

The ICA algorithms are very effective when using very goodligy iris images with a small size. In
general, the results obtained by Bouraoui, Chitroub[3lgwaus to concluded that ICA could perform
well for such application. But the ICA algorithms are semsitto illumination and noise degradations
caused by the eyelids and eyelashes.
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Fig. 12.1Iris recognition flow diagram proposed by Kumar, Raja efldl]l|

The weighted co-occurrence phase histogram[27] is vetyndisre and insensitive to illumination
changes and noise. Besides, the proposed methods, giveaabustness to alignment problems.

The methods proposed by Rathgeb and[UhI[33] is very simpky @ implement and low computa-
tional cost. They experiments achieved good results.

Marsico, Nappi et al.[26] used two advantage (noise redotnd better blob setting off ) of Laplacian
of Gaussian filters an created BLOB. They combined BLOB whiPLand archived good result NICE.II
iris biometrics competition.

This study found several papers that extract color infoionatising different strategies [52].[85],[3]
and [112]. With the analysis carried out can conclude thetthé color information is not exploited to the
fullest 2) color features are robust to the captured offl@irgs images, rotation and scaling probleém [122]
and 3) the use of various color spaces provide best res2®k[3].

The Daugman’s method demonstrated the highest accuracgily BD Gabor wavelets. To achieve
high accuracy, the size of each local region must be smailgimavhich result sin a high dimensionality
of the feature vector (2048 components). His method captumech more information in much smaller
local regions[7]. Besides, the Iriscode, has drawn comnafile attention in the last years because of its
commercial success, and outstanding performance in tefrepeed and accuracy. Many coding methods
that are very similar to the Iriscode have been proposed.mnton approach is to substitute other linear
transforms or filters for the Gabor filters in the Iriscodef]L.2

The 2D Gabor filter can be used in the patches of iris imaggs{d@ extract local features, and then
can be implement some classifier to select the best featiDieg2Gabor filter can be efficient in capturing
global characteristics, resulting in a system with lowdasceptance rates|59].

Patil, Kolhe et all[12] compared feature extraction aldgpn based on PCA, Log-Gabor wavelet and
Gabor Wavelet, see Table 1. The results clearly demongtrateffectiveness of the Daugman’s method.
With strict image quality control, Gabor filter based metl®dlightly better than the Log-Gabor wavelet



30 Yasser Chacon-Cabrera, José Luis Gil-RodriguezEaindrdo Garea-Llano

and PCA based methods. The authors also argue that the rmdibhedd on Log-Gabor wavelet can be
tolerant to illumination variations.

Tabla 1. Experimental results proposed by Patil, Kolhe efal.[12].

Method Feature Vector Length (Bits) Classifier RecognitionRate
Gabor Wavelet 2048 Recognition Rate  99%

Log Gabor Wavelet 1024 Recognition Rate  92.4%

PCA 1100 Euclidean Distance 90.2%

Bole’s algorithm[118], zero-crossings, is invariant tartslation, rotation, scale and illumination and
can handle the noisy conditions as well. Martin-Roche, Ban@vila et al.[[76] and Sanchez-Avila and
Sanchez-Reillo[77] demotrated, in their experiment, thatzero-crossings approach achieves even slight-
ly higher performance over Daugman-like approach, usingoGéltering. They also reported that the
zero-crossings based approaches are faster than the Dadligeapproach.

Kwanyong, Shinyoung et al. [81] showed that Haar waveletiges slightly better Recognition rate
when compared with Gabor wavelet.

Rydgren, Thomas et al. [89] exposed that the wavelet paghebach can be a good alternative to the
standard wavelet transform since it offers a more detaileididn of the frequency plane. Lokhande and
Vishram[92] used this method to show that wavelet packetasensuitable for the application within non
cooperative images.

Vatsa, Singh et al[ [125] implemented and compared fourrdlgns Daugman’s methdd[126]; Ma’s
algorithm which uses circular symmetry filters to capturealaexture information and create a feature
vector[62]; Sanchez-Avila’s algorithin[V6] based on zerossings; and Tisse’s algoritim[127] which uses
emergent frequency and instantaneous phase. A comparisiie dour algorithms, using the CASIA
1 database, showed that Daugman’s algorithm performed dbeviith 99. 90% accuracy, then Ma’s
algorithm with 98. 00%, Avila’s with 97. 89 %, and Tisse’s alighm with 89. 37 %[15].

Thornton, Savvides et all_[128] compared seven differetarfilypes. They considered the Haar-
wavelet, Daubechies wavelet of order three, Coiflet wavaerder one, Symlet wavelet of order two,
Biorthogonal wavelet, of order two and two, circular symriudfilters, and Gabor wavelets. They applied
a single bandpass filter of each type and determined thatabherGvavelet gave the best equal error rate.
They then tuned the parameters of the Gabor filter to optipérérmance. They concluded that Gabor
wavelets are the most discriminative bandpass filters f®patterns among the considered candidates,
they noted that the performance of Gabor wavelet seems tmhby liependent upon the parameters that
determine its specific form[16].

Sheela and Vijaya[129] showed that wavelet transformasaapplied for the non-core components.
The non-core components are the regions which show vargitiothe texture and intensity values. They
implements different type of mother wavelets, Haar, db4nleys, coiflets and biorthogonal. The results
obtained using db4 are promising for recognition.

Kumar and Passi[80] investigated the comparative perfooedrom four different approaches for
the iris identification: DCT, FFT, Haar wavelet and Log-Gablber. Their experimental results suggest
that the performance from the Log-Gabor filter is the bestcvts followed in order by the Haar wavelet,
DCT and FFT. Moreover, they also investigated the possibfgovement of the performance using score-
level combination. The experimental results suggest ietbmbination of Log-Gabor and Haar wavelet
matching scores using weighted sum rule is the most progiiSine Haar wavelet based approach is also
the most attractive as it requires minimum computatiormaktand can be easily implemented in fixed
point environment.
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The OMs for iris recognition proposed by Sun and Tah[40] subwxcellent results compared to
state of the art algorithms. Since Dr. Daugman’s pioneekwids recognition accuracy has never been
substantially improved because existing iris recognitioethods are almost all limited to local image
filtering, the OMs based on nonlocal differential filtersdiehis limitation and illustrate the promising
direction to improve iris recognition performance. Duette €asy implementation of OMs, fast algorithms
of iris recognition can be developed for embedded systeros as mobile phones, PDAs, and digital
cameras.

The investigations of iris feature extraction have congdea wide variety of filters to analyze the
texture of the iris including 2D Gabor-wavelet, log-Galiaplacian-of-Gaussian, DCT, etc. In accordance
with Bowyer[16] can say that, there is not consensus on wlyigls of filters give the best performance.
Besides even though a number of papers make experimentalecimons, very little effort is made to test
the observed difference in performance for statisticatiicance.

Table 2. originally proposed by[16] summarizes some of theclusions reached in different studies,
the table have been update with the main methods until 2013.

Tabla 2. Results of selected filter comparisons.

First author, year Operation found toper Compared to
form the best

Alim[87], 2003 Discrete cosine transform 32 Gabor phase ffiodents or
Daubechies.

Du[130], 2006 2D log-Gabor 1D log-Gabor.

Krichen[131], 2004  Wavelet packets Gabor wavelets.

Liu[L32], 2006 Haar, Biorthogonal-1.1 Daubechies, Rilo3.

Rydgren[89], 2004 Gabor wavelets Wavelet packets, Haar elets;
Daubechies, Biorthogonal and others.

Sun[41], 2004 Robust direction estimaGabor filter, quadratic spline wavelet

tion and discrete Haar wavelet.

Thornton[133], 2005 Correlation filters 1D log-Gabor and @GBbor.

Thornton[128], 2007  Gabor wavelets Haar, Daubechies, @pifiSymlet,
Biorthogonal, Circular Symmetric.

Pend[56], 2006 Modified log-Gabor Complex Gabor filters ubgdDaug-
man.

Sun[40],2009 Ordinal Measures Complex Gabor filters used by
Daugman,1-D wavelet transform.

Lu[38],2008 Laplacian of Gaussian Complex Gabor filtersdubg Daug-
man,Gabor filter.

Hoyle[78], 2009 Zero Crossings of the 1 DNildes’s methods, 1-D wavelet trans-

Wavelet form, 1D DCT and others.
Bastod[59], 2010 2D log-Gabor Maseks methods, 1D log-Gabor
Rashad[f], 2011 LBP and combined LVQ Wildes’s method, Masekethod,

Daugman’s method, LBP + Histogram
+ LVQ, LBP + Histogram + combined
LVQ classifier n = 3.

Panganiban[84], Haar and Biorthogonal Haar and Biorthogonal Wavelet at dif-

2011 Wavelet ferent level of decomposition.

Bouraoui[31], 2012  Independent Componemfla’s methods$[61[[6]7], JADE, Fast-
Analysis ICA, Newton-ICA.

Lokhand€[92],2013  wavelet packet (level ®augman’s method, Boles’s
using Haar wavelet) method[75].

One important current research emphasis is the acquisifiimages under less constrained condi-
tions. There are various factors into the concept of lestralied circumstances, such as light reflection,
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illumination change, eyelashes, eyelids,ect. The sechadgof the NICE competition 2010 evaluated the
performance of algorithms for feature extraction and matgin this environment. The Table 3. summa-
rized the eight, best-ranked algorithms.

Tabla 3. Eight best-ranked algorithms in Nicell competition.

No. Method Author Feature extraction Description
technique
1 Integrated Tan, Zhang Ordinal measures Ordinal measures and color histogram
Scheme etal. 2012 and color his- are computed to characterize iris data,
togram for Iris and texton representation and seman-
texture. Texton tic label are used as eye patterns. Four
representation andmatching scores are obtained by differ-
semantic label eye ent matching algorithms. Robust score

patterns. level fusion strategy is applied to gen-
erate the final dissimilarity score.
2 Adaboost- Wang, 2D Gabor. Constructed feature set based on 2D-
2D Gabor  Zhang et al. Gabor for whole iris and patches. Ad-
2012 aboost learning is used for accurately
and inaccurately segmented irises sep-
arately.
3 Fusion Ap- Santos and 1D wavelet and Both 1D wavelet and 2D wavelet zero-
proach Hoyl. 2012 2D wavelet zero- crossing maps are used as representa-

crossing for Iris tions of Iris texture. Used the iris code

texture. LBP and resulting from 2D Gabor filters, but

SIFT point for viewed as a binary "map” of the image

ocular region. and analyzed in a "comparison map”
approach involving 16 subregions. For
information extracted from the ocular
region around the Iris, two types of fea-
tures are used. One is an LBP repre-
sentation of the texture, and the other
is based (SIFT) points.

4  Three steps Shin, Nam 1-D Gabor wavelet The 1st step is a classification method
Approach etal. 2012 for textural infor- which discriminates the "left or right

mation. eye”. Second, is the separability be-
tween intra- and inter-classes is in-
creased by using the 2nd step classifi-
cation based on the "color information”
of the iris region. Third, "textural infor-
mation” of the iris region is used for the
3rd step classification. That is, the 1-
D Gabor wavelet filter is applied to the
red, green, and gray image channels to
afford three sets of iris codes from iris
textures.

A conclusion that can be drawn from the best competitionlt®8UCE Il is that the fusion of multiple
information sources. Using more than one type of texturiifeaextraction on the iris region and fusing the
results improves the performance in comparison with anyobitee Iris texture features. Other conclusion
we reached is that using features extracted from the iri@megombined with features extracted from
the ocular region is better that use only the features fragnirih region. The top-performing algorithm
uses two sources of information from the Iris region and tveorf the ocular region. Because the top-
ranked algorithms seem to have relatively distinct teclrapproaches, it is likely that a fusion of the top
algorithms would result in further performance improvetfiesd].
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Tabla 4. Table 3.(Continued Eight best-ranked algorithms in Nicell competition.

No. Method Author Feature extraction Description
technique
5 WCPH Li, Liu et weighted co- The method proposes a weighting func-
al. 2012 occurrence  phasetion that enables a phase angle to make
histogram. contributions to several adjacent bins;

the co-occurrence histogram considers
the information of both the phase angle
and spatial layout.

6 LBP- Marsico, Linear Binary Pat- Divided the iris image into horizontal
BLOB Nappi et al. terns. (or vertical). For each band, the his-
2012 togram of LBP values is computed.

They use (BLOBS) to extract and code
blob features is. They obtain matrix
with both positive and negative values,
and then binarized by setting all nega-
tive values to 0 and all positive values

to 1.
7 2D Gabor Li and Ma 2D Gabor. The authors performed over a set of
2012 candidate 2D Gabor filters to select the
particular ones to be used in creating
the Iris code.

8 Reverse Szewczyk, Wavelet transform The 512256 image is cropped to
Biorthogo- Grabowski (rbio 3.1 V4) 256x256 to remove influence of eye-
nal Wavelet et al. 2012 lashes on Iris pattern and further de-
Transform crease in computation of the signature

encoding and a histogram equalization
step is performed. For the 25@56 im-
age, the level-four wavelet decomposi-
tion results in 324 coefficients.

4. Challenges in Iris Feature Extraction

Considering that iris recognition is still relatively ne®Q( years old) there is a need for continued
research and tests in the following areas: new challenigeisations well-known and answer the unknown
guestions. Changes in iris feature extraction will be tie¢he new trends of iris recognition. Under this
new generation of iris recognition can be highlighted[37]:

= Video-based non-cooperative iris recognition. iris regtign technology continues to mature, it will
gain the ability to acquire an image even without the knogéedf the end user. This will make
iris recognition a great way to verify people because it wéluse no extra burden for the user. This
technology also has great potential for finding people @fridt, because a non-cooperative iris recog-
nition system can identify people without the making thesparaware they are being identified. This
application is particularly valuable for security at airpdorders or any others public places.

= Multiple wavelength based iris recognition. Near infra-(@IR) images have been dominant in iris
identification. A disadvantage of NIR light is that it reqgsractive NIR illumination. Visible wave-
length iris recognition could function using environmeérntlumination. In addition, visible wave-
length recognition is important because it can be used itlaf recognition for multimodal biomet-
rics. In the future, regular color surveillance camera mayehthe capability to perform iris recogni-
tion. Visible wavelength iris recognition has its own ckalyjes, especially it is challenging for dark
color eyes and remote iris recognition. In the future, rpldtiwavelength iris recognition may raise
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more attention and will be able to work together with mutigbéavelength face recognition for video
surveillance.

= Multimodal eye recognition. The iris patterns of dark cobyes could reveal rich and complex pat-
terns only under NIR light, if the NIR iris image are obtaineda long distance, the accuracy of iris
recognition will drop dramatically. And if we acquire irimmage in visible light, the iris patterns of
dark color eyes will be hardly visible under visual light.€l'tclera, the white and opaque outer pro-
tective covering of the eye, can also be used in human ideattdin. The segmentation process of the
sclera image, includes image down-sampling, conversicghéddSV color space, estimation of the
sclera region, iris and eyelid detection, eyelid and irigrimtary refinement, mask creation, and mask.
All these issues are challenges to be faced by biometricgicisgnition.

In this sense, it is a challenge get a method of feature didrawhich is able to handling a set of
parameters during this process. This is the case of paresriete depend on environmental factors during
the image acquisition. For example problems related to ifible light, off-angle iris, pupil dilation, use
of contact lenses and others.

Currently is working on a new multibiometric method intetgrg face, iris and eye regions, and it is a
challenge to design biometric features to be common to thieseetrics modalities but which are easily
to extract from then and with good properties to identify peo

5. Conclusions

Researches in feature extraction methods for iris reciognitave been widely adressed to obtain tech-
nigues and algorithms for robust iris recognition over ts few years. However key and still open issue
in iris recognition is how best to represent the iris textimfermation using a compact set of iris texture
features. This report has reviewed many approaches regalril Features Extraction Methods from the
pioneering in iris recognition, Daugman’s 2D Gabor and \&4ld Laplacian of Gaussian, up to algorithms
for feature extraction in non-cooperative environment.haee identified two major approaches and new
emerging trend: 1) Daugman’s method, which is the most itapomvork in the early history of iris bio-
metrics. It is fair to say that iris biometrics as a field hasrbdeveloped under the concepts of Daugman’s
approach which become a standard reference model. 2) ThieaDMeasures for iris recognition pro-
posed by[4D0], not only because this novel method is moret@fiethan existing algorithms, the results
obtained from it provide a better explanation of how the lstgte of the art iris recognition algorithms
work effectively. An emerging and challenging area is Nowgerative iris recognition, that can make iris
recognition more friendly and flexible to use, this also wé allow its further use in video surveillance
and multi-biometric systems.
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